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Abstract. We consider a regular indefinite Sturm-Liouville problem with two
self-adjoint boundary conditions, one being affinely dependent on the eigen-
parameter. We give sufficient conditions under which a basis of each root
subspace for this Sturm-Liouville problem can be selected so that the union
of all these bases constitutes a Riesz basis of a corresponding weighted Hilbert
space.
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1. Introduction

We consider a regular indefinite Sturm-Liouville boundary eigenvalue problem of
the form

−(p f ′)′ + q f = λ r f on [−1, 1]. (1.1)

The coefficients 1/p, q, r in (1.1) are assumed to be real and integrable over [−1, 1],
p(x) > 0, and x r(x) > 0 for almost all x ∈ [−1, 1]. We impose two boundary
conditions on (1.1) (only one of which is λ-dependent):

Lb(f) = 0,

Mb(f) = λNb(f).
(1.2)

where L,M and N are 1 × 4 nonzero (row) matrices and the boundary mapping b

is defined for all f in the domain of (1.1) by

b(f) =
[

f(−1) f(1) (pf ′)(−1) (pf ′)(1)
]T

.
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We shall utilize an operator theoretic framework developed in [3]. Under
Condition 2.1 below, a self-adjoint operator A in the Krein space L2,r(−1, 1)⊕C∆

can be associated with the eigenvalue problem (1.1), (1.2). Here ∆ is a nonzero real
number which is determined by M and N – see Section 2 for details. We remark
that the topology of this Krein space is that of the corresponding Hilbert space
L2,|r|(−1, 1) ⊕ C|∆|. (In the rest of the paper we abbreviate L2,r(−1, 1) to L2,r

and L2,|r|(−1, 1) to L2,|r|.) Our main goal in this paper is to provide sufficient
conditions on the coefficients in (1.1), (1.2) under which there is a Riesz basis of
the above Hilbert space consisting of the union of bases for all the root subspaces
of the above operator A. This will be referred to for the remainder of this section
as the Riesz-basis property of A.

Completeness and expansion theorems with a stronger topology, but in a
smaller space corresponding to the form domain of the operator A, have been
considered by many authors – see [3] (and the references there) and [12]. Although
the topology of the Krein space L2,r ⊕C∆ is weaker than the topology of the form
domain, which in our case is a Pontryagin space, the expansion question turns out
to be much more challenging mathematically.

Indeed, even for the case when the boundary conditions are λ-independent
this problem is nontrivial. In our notation, this case corresponds to L being a
nonsingular 2 × 4 matrix, with the second line in (1.2) suppressed. The Riesz-
basis property of the operator corresponding to A, now defined in L2,r, has been
discussed by several authors, e.g., in [2, 6, 9, 13, 14]. The first general sufficient
condition for this was given by Beals [2], who required the weight function r to
behave like a power of the independent variable x in an open neighborhood of the
turning point x = 0, although his method does allow more general weight functions.
Refinements of Beals’s method in [9] and [14] show that a “one-sided” condition
on r (i.e., in only a half-neighborhood of x = 0 ) is enough to guarantee the Riesz-
basis property. That some extra condition on r is indeed necessary follows from [14]
where Volkmer showed that weight functions r exist for which the corresponding
Sturm-Liouville problem (1.1), under the conditions used here, does not have the
Riesz-basis property. Explicit examples of such weight functions were given in [1]
and [10]. Most of the above results are for Dirichlet boundary conditions.

General self-adjoint (perhaps non-separated, but still λ-independent) bound-

ary conditions were treated by Ćurgus and Langer [6]. They showed that if the
essential boundary conditions, i.e., those not including derivatives, were separated,
then a Beals-type condition in a neighborhood of x = 0 was sufficient for the
Riesz-basis property. But if some of the non-separated boundary conditions were
essential then [6] established the Riesz-basis property only by imposing extra re-
strictions on the weight function in (half-)neighborhoods of both endpoints of the
interval [−1, 1]. Again, some extra restriction is necessary, since in [4] we gave an
explicit example of (1.1) under the conditions used here, satisfying a Beals-type
condition at x = 0, but without the Riesz-basis property. Of course at least one
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(in fact one, in this antiperiodic case) boundary condition was essential and non-
separated. In some sense, then, the boundary ±1 behaves as a turning point under
such boundary conditions.

In summary, the Riesz-basis property is quite subtle, and depends signifi-
cantly on the nature of the boundary conditions even when they are independent
of λ. In this paper and its sequel, we shall examine the analogous situation for the
cases of one and two λ-dependent boundary conditions, where the possibilities for
the (λ-dependent) boundary conditions are much greater. As in the λ-independent
case, a condition on the weight function is needed near the turning point x = 0 to
ensure the Riesz-basis property of A. We shall develop such a condition (which is
implied by the ones discussed above) in Section 4. Depending on the nature of the
boundary conditions (1.2), we may also need a condition near the boundary, and
this is discussed in Section 5. It should be remarked that for the case of exactly
one λ-dependent boundary condition treated here we need only one such condition,
near either x = −1 or x = 1, and this can be viewed as a “one-sided” condition
at ±1. In the case of two λ-dependent boundary conditions we shall also need a
condition involving both boundary points x = −1 and x = 1.

It turns out that all the above conditions have a common core. This is not
immediately obvious, since there are differences between the “turning points” 0
and ±1. For example, when the boundary conditions are separated, the values
of f and f ′ are equal at 0 but are independent at −1 and 1. The common core,
which will also be needed in Part II, involves the notion of smoothly connected
half-neighborhoods, and this is defined and studied in Section 3.

In order to apply the above conditions, we use a criterion in Theorem 2.2,
equivalent to the Riesz-basis property of A, involving a positive homeomorphism of
L2,r⊕C∆ with the form domain of A as an invariant subspace. This, together with
certain mollification arguments, is used for our main results, which are detailed in
Section 6. To paraphrase these, we recall that a λ-independent boundary condition
is essential if it does not include derivatives. Similarly, a λ-dependent boundary
condition will be called essential if it does not include derivatives in the λ-terms.

In Theorem 6.1 we discuss situations when a condition on r near x = 0
suffices for the Riesz-basis property of A. For example this holds when the first
(λ-independent) boundary condition in (1.2) is either non-essential, or essential
and separated, and the second (λ-dependent) one is non-essential. If the latter
condition is essential instead, then the same result holds if a sign condition is
also satisfied, and this includes a result of Fleige [11], which is the only reference
we know where the Riesz-basis property of A has been studied for λ-dependent
boundary conditions.

In Theorems 6.2 and 6.3 we consider those cases of (1.2) which are not covered
by Theorem 6.1. Then we require a condition near just one of the boundary points
±1, not both as in [6]. The choice of the boundary point is arbitrary in Theorem 6.2
which deals with the case when the boundary conditions in (1.2) are, respectively,
essential non-separated and non-essential. In Theorem 6.3, however, this choice is
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not arbitrary but depends on the sign of the number ∆ used in defining the inner
product on L2,r ⊕ C∆.

2. Operators associated with the eigenvalue problem

The maximal operator Smax in L2,r(−1, 1) = L2,r associated with (1.1) is defined
by

Smax : f 7→ `(f) :=
1

r

(

−(pf ′)′ + qf
)

, f ∈ D(Smax),

where

D(Smax) = Dmax =
{

f ∈ L2,r : f, pf ′ ∈ AC[0, 1], `(f) ∈ L2,r

}

.

We define the boundary mapping b by

b(f) :=
[

f(−1) f(1) (pf ′)(−1) (pf ′)(1)
]T

, f ∈ D(Smax).

and the concomitant matrix Q corresponding to b by

Q := i









0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0









.

We notice that Q = Q−1. Integrating by parts we easily calculate that
∫ 1

−1

Smaxf g r −

∫ 1

−1

f Smaxg r = ib(g)∗Qb(f), f ∈ D(Smax).

Throughout, we shall impose the following nondegeneracy and self-adjointness
conditions on the boundary data.

Condition 2.1. The row vectors L,M and N in (1.2) satisfy:

(1) the 3 × 4 matrix





L

M

N



 has rank 3,

(2) LQL∗ = MQM
∗ = NQN

∗ = LQM
∗ = LQN

∗ = 0,
(3) iMQ−1N∗ is a nonzero real number and we define

∆ = −
i

MQ−1N∗
. (2.1)

Clearly the boundary value problem (1.1)-(1.2) will not change if row reduc-
tion is applied to the coefficient matrix

[

L 0

M N

]

. (2.2)

In what follows we will assume that the 2 × 8 matrix in (2.2) is row reduced to
row echelon form (starting the reduction at the bottom right corner). After the
row reduction, we write the row vectors L and N as

L =
[

Le Ln

]

, N =
[

Ne Nn

]

. (2.3)
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If either of the 1 × 2 matrices Ln,Nn is nonzero, the corresponding boundary
condition is called “non-essential”. In any case these matrices do not appear in
the representation of the form domain of A, discussed below, but they will play an
important role in our conditions for Riesz bases in Section 6. The 1 × 2 matrices
Le and Ne represent the “essential” boundary conditions if the non-essential parts
Ln and Nn are zero matrices.

Next we define a Krein space operator associated with the problem (1.1)-
(1.2). We consider the linear space L2,|r| ⊕ C, equipped with the inner product

[(

f
z

)

,

(

g
w

)]

:=

∫ 1

−1

fgr + w∆z , f, g ∈ L2,|r|, z, w ∈ C.

Then
(

L2,r ⊕ C∆, [ · , · ]
)

is a Krein space. A fundamental symmetry on L2,r ⊕ C∆

is given by

J :=

[

J0 0
0 sgn∆

]

, (2.4)

where sgn ∆ ∈ {−1, 1} and J0 : L2,r → L2,r is defined by

(J0f)(x) := f(x) sgn(r(x)), x ∈ [−1, 1].

Then [J · , · ] is a positive definite inner product which turns L2,r ⊕ C∆ into a
Hilbert space L2,|r| ⊕ C|∆|. The topology of L2,r ⊕ C∆ is defined to be that of
L2,|r| ⊕ C|∆|, and a Riesz basis of L2,r ⊕ C∆ is defined as a homeomorphic image
of an orthonormal basis of L2,|r| ⊕ C|∆|.

We define the operator A in the Krein space L2,r ⊕ C∆ on the domain

D(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ D
(

Smax

)

, Lb(f) = 0, z = Nb(f)







, (2.5)

by

A

[

f
Nb(f)

]

:=

[

Smaxf
Mb(f)

]

,

[

f
Nb(f)

]

∈ D(A). (2.6)

Using [3, Theorems 3.3 and 4.1] we see that this operator is self-adjoint in
L2,r ⊕ C∆ and in particular:

(i) A is quasi-uniformly positive [7] (and therefore definitizable) in L2,r ⊕ C∆.
(ii) A has a discrete spectrum.
(iii) The root subspaces corresponding to real distinct eigenvalues of A are mutu-

ally orthogonal in the Krein space L2,r ⊕ C∆.
(iv) All but finitely many eigenvalues of A are semisimple and real.

For further properties of A, we refer the reader to [3, Theorem 3.3]. From
(i), (ii) and the characterization of the regularity of the critical point infinity for
definitizable operators in Krein spaces given in [5, Theorem 3.2], we then obtain
the following, which is our central tool.
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Theorem 2.2. Let F(A) denote the form domain of A. There exists a basis for

each root subspace of A, so that the union of all these bases is a Riesz basis of

L2,|r| ⊕ C|∆| if and only if there exists a bounded, boundedly invertible, positive

operator W in L2,r ⊕ C∆ such that W F(A) ⊂ F(A).

In order to apply this result, we need to characterize the form domain F(A).
To this end, let Fmax be the set of all functions f in L2,r, absolutely continuous

on [−1, 1], such that
∫ 1

−1
p |f ′|2 < +∞. On Fmax we define the essential boundary

mapping be : Fmax → C
2 by

be(f) :=
[

f(−1) f(1)
]T

, f ∈ Fmax.

Clearly be is surjective.
By [3, Theorem 4.2], there are four possible cases for the form domain F(A)

of A: If Ln 6= 0 and Nn 6= 0, then

F(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, z ∈ C







. (2.7)

If Ln = 0 and Nn 6= 0, then

F(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, Lebe(f) = 0, z ∈ C







. (2.8)

If Ln 6= 0 and Nn = 0, then

F(A) =







[

f
Nebe(f)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax







. (2.9)

If Ln = 0 and Nn = 0, then

F(A) =







[

f
Nebe(f)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, Lebe(f) = 0







. (2.10)

To construct an operator W as in Theorem 2.2 we need to impose condi-
tions on the coefficients p and r in (1.1). In all cases we need Condition 4.1 in a
neighborhood of 0, and in some cases we also need one of two Conditions, 5.1 or
5.2, on r in neighborhoods of −1 or 1. These will be discussed in Sections 4 and 5
respectively.

3. Smooth connection and associated operator

To prepare the ground for the Conditions mentioned above (and in Part II), we
develop the concept of smoothly connected half-neighbourhoods. A closed interval
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of non-zero length is said to be a left half-neighborhood of its right endpoint and a
right half-neighborhood of its left endpoint.

Let ı be a closed subinterval of [−1, 1]. By Fmax(ı) we denote the set of all
functions f in L2,r(ı) which are absolutely continuous on ı and such that

∫

ı
p |f ′|2 <

+∞. Note that Fmax[−1, 1] is the space Fmax defined below Theorem 2.2.

Definition 3.1. Let p and r be the coefficients in (1.1). Let a, b ∈ [−1, 1] and let
ha and hb, respectively, be half-neighborhoods of a and b which are contained in
[−1, 1]. We say that the ordered pair (ha, hb) is smoothly connected if there exist

(a) positive real numbers ε and τ ,
(b) non-constant linear functions α : [0, ε] → ha and β : [0, ε] → hb,
(c) non-negative real functions ρ and $ defined on [0, ε],

such that

(i) α(0) = a and β(0) = b,
(ii) p ◦ α and p ◦ β are locally integrable on the interval (0, ε],
(iii) ρ ◦ α−1 ∈ Fmax

(

α([0, ε])
)

,
(iv) 1/τ < $ < τ a.e. on [0, ε],

(v) ρ(t) =

∣

∣r
(

β(t)
)∣

∣

∣

∣r
(

α(t)
)∣

∣

, and $(t) =
p
(

β(t)
)

p
(

α(t)
) , for t ∈ (0, ε].

The numbers α′, β′, (the slopes of α, β, respectively) and ρ(0) are called the
parameters of the smooth connection.

Remark 3.2. Since the function α in Definition 3.1 is linear, the condition ρ ◦ α−1 ∈
Fmax

(

α([0, ε])
)

in (iii) is equivalent to

ρ ∈ AC[0, ε], and

∫ ε

0

|ρ′(t)|2p(α(t))dt < +∞. (3.1)

Under the assumption that 1/τ < $ < τ a.e. on [0, ε], it follows that property
(3.1) is equivalent to

ρ ∈ AC[0, ε], and

∫ ε

0

|ρ′(t)|2p(β(t))dt < +∞.

To illustrate Definition 3.1, we make the following

Definition 3.3. Let ν and a be a real numbers and let ha be a half-neighborhood
of a. Let g be a function defined on ha. Then g is called of order ν on ha if there
exists g1 ∈ C1(ha) such that

g(x) = (x − a)νg1(x) and g1(x) 6= 0, x ∈ ha.

Example 3.4. Let a, b ∈ [−1, 1]. Let ha and hb, respectively, be half-neighborhoods
of a and b contained in [−1, 1]. Assume that the coefficient r in (1.1) is of order
ν on both half-neighborhoods ha and hb. Assume also that the functions p and
1/p are bounded on ha and hb (or, alternatively, that p is of order µ on both half-
neighborhoods ha and hb.) Then lengthy, but straightforward, reasoning shows
that the half-neighborhoods ha and hb are smoothly connected. Moreover the
parameters of the smooth connection are nonzero numbers.
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Remark 3.5. Throughout the paper we use the following convention: A product of
functions is defined to have value 0 whenever one of its terms has value zero, even
if some other terms are not defined.

Theorem 3.6. Let ı and  be closed intervals, ı,  ∈
{

[−1, 0], [0, 1]
}

. Let a be an

endpoint of ı and let b be an endpoint of . Denote by a1 and b1, respectively,

the remaining endpoints. Assume that the half-neighborhoods ı of a and  of b are

smoothly connected with parameters α′, β′ and ρ(0). Then there exists an operator

S : L2,|r|(ı) → L2,|r|()

such that:

(S-1) S ∈ L
(

L2,|r|(ı), L2,|r|()
)

, S∗ ∈ L
(

L2,|r|(), L2,|r|(ı)
)

,

(S-2) (Sf)(x) = 0, |x − b1| ≤
1

2
for all f ∈ L2,|r|(ı), and

(S∗g)(x) = 0, |x − a1| ≤
1

2
for all g ∈ L2,|r|().

(S-3) SFmax(ı) ⊂ Fmax(), S∗Fmax() ⊂ Fmax(ı),
(S-4) For all f ∈ Fmax(ı) and all g ∈ Fmax() we have

lim
y→b
y∈

(Sf)(y) = |α′| lim
x→a
x∈ı

f(x), lim
x→a
x∈ı

(S∗g)(x) = |β′|ρ(0) lim
y→b
y∈

g(y).

Proof. Assume that the half-neighborhoods ı of a and  of b are smoothly con-
nected. We use the notation from Definition 3.1. Let ε > 0 be the real number and
α and β linear functions introduced in Definition 3.1. Thus α(0) = a and β(0) = b.
It is not a restriction of generality to assume that each of the intervals α

(

[0, ε]
)

and β
(

[0, ε]
)

has a length < 1/2. Let α1 : [0, 1] → ı and β1 : [0, 1] →  be strictly
monotonic and continuously differentiable bijections such that α1(x) = α(x) and
β1(x) = β(x) for all x ∈ [0, ε]. Then α1(1) = a1 and β1(1) = b1.

Let φ : [0, 1] → [0, 1], φ ∈ C1[0, 1], be such that

φ(t) = 1, 0 ≤ t ≤ ε/2, φ(t) = 0, ε ≤ t ≤ 1. (3.2)

Define the operator S : L2,|r|(ı) → L2,|r|() by

(Sf)
(

β1(t)
)

:= |α′|f
(

α1(t)
)

φ(t), f ∈ L2,|r|(ı), t ∈ [0, 1], (3.3)

Clearly S is linear.

In what follows we shall use the combination of property (3.2) and Remark
3.5 to simplify the notation and calculations. For example these imply that in the
definition (3.3) of S we could use β and α instead of β1 and α1 without changing
the substance of the definition.

At various points of the proof we shall employ the monotonic (increasing or
decreasing) substitutions

x = β(t), α(t) = ξ.
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To prove that S is bounded we let f ∈ L2,|r|(ı) and calculate
∫



|(Sf)(x)|2|r(x)|dx = sgn(β′)

∫ ε

0

|(Sf)(β(t))|2|r(β(t))|β′dt

= |α′|2|β′|

∫ ε

0

|f(α(t))|2 |φ(t)|2 ρ(t) |r(α(t))|dt

≤ |α′|2|β′|R

∫ ε

0

|f(α(t))|2 |φ(t)|2 |r(α(t))|dx

≤ |α′||β′|R

∫

ı

|f(ξ)|2 |r(ξ)|dξ,

where R is an upper bound of the function ρ. The above calculation proves that
S is bounded and ‖S‖ ≤ |α′||β′|R.

To verify the first claim in (S-2), let |x−b1| < 1/2 and f ∈ L2,|r|(ı). Note that

the length of  is 1, the endpoints of  are b, b1, and β(0) = b. Since β
(

[0, ε]
)

has the

length < 1/2 and since β1 is strictly monotonic we conclude that t = β−1
1 (x) > ε.

Therefore, by (3.2),

(Sf)(x) = |α′|f
(

α(t)
)

φ(t) = 0.

This proves the first claim in (S-2).
To prove SFmax(ı) ⊂ Fmax(), let f ∈ Fmax(ı). By definition (3.3), since

f is absolutely continuous on ı and φ ∈ C1[0, 1], the function Sf is absolutely
continuous on  and for almost all t ∈ [0, 1] we have

β′(Sf)′(β(t)) = |α′|
(

α′ f ′(α(t))φ(t) + f(α(t))φ′(t)
)

. (3.4)

To prove that Sf ∈ Fmax() we need to show that (Sf)′ ∈ L2,p(), that is
∫



|(Sf)′(x)|2p(x)dx == |β′|

∫ ε

0

|(Sf)′(β(t))|2p(β(t))dt < +∞. (3.5)

We consider each summand in (3.4) separately. By (3.2), the second function in
the sum in (3.4) is a continuous function which vanishes outside of the interval
[ε/2, ε]. Since by assumption p ◦ β is an integrable function on [ε/2, ε], it follows
that

∫ 1

0

|f(α(t))φ′(t)|2p(β(t))dt < +∞. (3.6)

Using the notation and assumptions from Definition 3.1, for the first function in
the sum in (3.4) we have

∫ 1

0

|f ′(α(t))|2|φ(t)|2p(β(t))dt =

∫ ε

0

|f ′(α(t))|2 |φ(t)|2 $(t) p(α(t))dt

≤ τ

∫ ε

0

|f ′(α(t))|2 |φ(t)|2 p(α(t))dt (3.7)

≤
τ

|α′|

∫

ı

|f ′(ξ)|2 p(ξ)dξ.
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Since f ′ ∈ L2,p(ı) the last expression is finite. Based on (3.4), (3.5), (3.6) and (3.7)
we conclude that (Sf)′ ∈ L2,p() and consequently Sf ∈ Fmax().

The next step in the proof is to calculate

S∗ : L2,|r|() → L2,|r|(ı).

Note that S∗ is calculated with respect to the Hilbert space inner products on the
underlying spaces. The property (3.2) allows us to consider only linear changes of
variable in the integrals below. Let f ∈ L2,|r|(ı) and g ∈ L2,|r|().

∫



(Sf)(x) g(x) |r(x)|dx

= |β′|

∫ ε

0

(Sf)(β(t)) g(β(t)) |r(β(t))| dt

= |β′||α′|

∫ ε

0

f(α(t))φ(t) g(β(t)) ρ(t) |r(α(t))| dt

= |β′|

∫

ı

f(ξ)φ(α−1(ξ)) g(β(α−1(ξ))) ρ(α−1(ξ)) |r(ξ)| dξ.

Therefore for g ∈ L2,|r|() we have

(S∗g)
(

x
)

:= |β′|
(

ρφ (g ◦ β)
)(

α−1(x)
)

, x ∈ ı.

Thus

(S∗g)
(

α(t)
)

= |β′|g
(

β(t)
)

ρ(t)φ(t), g ∈ L2,|r|(), t ∈ [0, 1], (3.8)

As the adjoint of a bounded operator, the operator S∗ is bounded. To verify the
second part of (S-2) let |x − a1| < 1/2 and g ∈ L2,|r|(). Note that the length of

ı is 1 and α(0) = a. Since α
(

[0, ε]
)

has the length < 1/2 and since α1 is strictly

monotonic we conclude that t = α−1
1 (x) > ε. Therefore, by (3.2),

(S∗g)(x) = |β′|g
(

β(t)
)

ρ(t)φ(t) = 0.

To prove S∗Fmax() ⊂ Fmax(ı), let g ∈ Fmax(). Since g and ρ are absolutely
continuous and φ ∈ C1[0, 1], the function (S∗g) ◦ α is absolutely continuous on
[0, 1]. Differentiating (3.8) for almost all t ∈ [0, 1] yields

α′ (S∗g)′
(

α(t)
)

= |β′|
((

ρ′ φ (g ◦ β)
)

(t) +
(

ρφ′ (g ◦ β)
)

(t) + β′
(

ρφ (g′ ◦ β)
)

(t)
)

(3.9)

To prove that S∗f ∈ Fmax(ı) we need to show that (S∗f)′ ∈ L2,p(ı), that is
∫

ı

|(S∗f)′(ξ)|2p(ξ)dξ = |α′|

∫ ε

0

|(S∗f)′(α(t))|2p(α(t))dt < +∞. (3.10)

We prove that each summand on the right-hand side of (3.9) belongs to L2,p(ı).
We start with the second summand. By (3.2), the second function in the sum in
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(3.9) is a continuous function which vanishes outside of the interval [ε/2, ε]. Since
p ◦ α is integrable function on [ε/2, ε], it follows that

∫ 1

0

|g(β(t))φ′(t)ρ(t)|2p(α(t))dt < +∞. (3.11)

Next, we consider the third function in the sum in (3.9). Since ρ is continuous on
[0, 1] we can consider only φ (g′ ◦ β):

∫ 1

0

∣

∣g′
(

β(t)
)

φ(t)
∣

∣

2
p(α(t))dt =

∫ ε

0

∣

∣g′
(

β(t)
)

φ(t)
∣

∣

2 1

$(t)
p(β(t))dt

≤ τ

∫ ε

0

∣

∣g′
(

β(t)
)

φ(t)
∣

∣

2
p(β(t))dt (3.12)

=
τ

|β′|

∫



|g′(x)|2p(x)dx < +∞.

Finally, for the first function in the sum in (3.9), since g◦β is absolutely continuous
it is sufficient to consider ρ′φ. By (3.1)

∫ 1

0

|ρ′(t)φ(t)|
2
p(α(t))dt ≤

∫ ε

0

|ρ′(t)|
2
p(α(t))dt < +∞. (3.13)

Based on (3.9), (3.10), (3.11), (3.12) and (3.13) we conclude that (S∗f)′ ∈ L2,p(ı)
and consequently S∗f ∈ Fmax(ı).

Thus we have verified the properties (S-1), (S-2), (S-3). Since (S-4) is clear
the lemma is proved. �

4. Condition at 0 and associated operator

Condition 4.1 (Condition at 0). Let p and r be coefficients in (1.1). Denote by 0−

a generic left and by 0+ a generic right half-neighborhood of 0. We assume that
at least one of the four ordered pairs of half-neighborhoods

(0−, 0−), (0−, 0+), (0+, 0−), (0+, 0+), (4.1)

is smoothly connected with the connection parameters α′
0, β

′
0 and ρ0(0) such that

|α′
0| 6= |β′

0|ρ0(0).

Theorem 4.2. Assume that the coefficients p and r satisfy Condition 4.1. Then

there exists an operator W0 : L2,r → L2,r such that

(a) W0 is bounded on L2,|r|.

(b) JW0 > I. In particular W−1
0 is bounded and W0 is positive on the Krein

space L2,r.

(c) (W0f)(x) = (Jf)(x), 1

2
≤ |x| ≤ 1, f ∈ L2,r

(d) W0Fmax[−1, 1] ⊂ Fmax[−1, 1].
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Proof. Let α′
0, β

′
0, and ρ0(0) be given by Condition 4.1. Recall that |α′

0| 6= |β′
0|ρ0(0).

Let φ0 : [−1, 1] → [0, 1], φ0 ∈ C1[−1, 1] be an even function such that

φ0(0) = 1 and φ0(x) = 0 for 1/2 ≤ |x| ≤ 1.

Define the operators

P0,− : L2,|r|(−1, 0) → L2,|r|(−1, 0) and P0,+ : L2,|r|(0, 1) → L2,|r|(0, 1)

by

(P0,−f)(x) = f(x)φ0(x), f ∈ L2,|r|(−1, 0), x ∈ [−1, 0],

(P0,+f)(x) = f(x)φ0(x), f ∈ L2,|r|(0, 1), x ∈ [0, 1].

The operators P0,− and P0,+ are self-adjoint operators with the following proper-
ties:

(P0,−f)(x) = 0, f ∈ L2,|r|(−1, 0), −1 ≤ x ≤ − 1

2
, (4.2)

(P0,+f)(x) = 0, f ∈ L2,|r|(0, 1),
1

2
≤ x ≤ 1, (4.3)

P0,−Fmax[−1, 0] ⊂ Fmax[−1, 0], P0,+Fmax[0, 1] ⊂ Fmax[0, 1], (4.4)

and

(P0,−f)(0−) = f(0−), f ∈ Fmax[−1, 0], (4.5)

(P0,+f)(0+) = f(0+), f ∈ Fmax[0, 1]. (4.6)

Here, the value of a function at 0± represents its one sided limit.
Condition 4.1 requires that one of the four ordered pairs of half neighbor-

hoods is smoothly connected. Depending on which pair in (4.1) is smoothly con-
nected Theorem 3.6 guarantees the existence of a different operator, call it S0.
In each of the four cases we shall use different combinations of scaled operators
P0,−, P0,+, S0,, and S∗

0 to define the bounded block operator

X0 :
L2,|r|(−1, 0)

⊕
L2,|r|(0, 1)

→
L2,|r|(−1, 0)

⊕
L2,|r|(0, 1)

with the following properties

(X∗
0f)(x) = 0, 1/2 ≤ |x| ≤ 1, (4.7)

X0Fmax[−1, 1] ⊂ Fmax[−1, 1], (4.8)

(X0f)(0) = f(0), f ∈ Fmax[−1, 1], (4.9)

X∗
0Fmax[−1, 1] ⊂ Fmax[−1, 0] ⊕Fmax[0, 1] (4.10)

(X∗
0f)(0+) + (X∗

0f)(0−) = −2f(0), f ∈ Fmax[−1, 1]. (4.11)

These properties of X0 and X∗
0 imply that the operator

W0 = J
(

X∗
0X0 + I

)

has all the properties stated in the theorem.
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Since we assume that |α′
0| 6= |β′

0|ρ0(0) the system

γ1|α
′
0| + γ2 = 1, γ1|β

′
0|ρ0(0) + γ2 = −3,

has nontrivial real solution γ1, γ2. We use this solution in the definitions below.
Case 1. Assume that the half-neighborhoods 0−, 0− in (4.1) are smoothly con-
nected. Then by Theorem 3.6 there exists an operator

S0 : L2,|r|(−1, 0) → L2,|r|(−1, 0)

which satisfies (S-1)-(S-4) in Theorem 3.6 with ı =  = [−1, 0], a = b = 0. In
particular, for f ∈ Fmax[−1, 0],

(S0f)(0−) = |α′
0| f(0−), (S∗

0f)(0−) = |β′
0| ρ0(0) f(0−).

We define X0 and calculate X∗
0 as

X0 =

[

γ1S0 + γ2P0,− 0
0 P0,+

]

, X∗
0 =

[

γ1S
∗
0 + γ2P0,− 0

0 P0,+

]

.

Case 2. Assume that the half-neighborhoods 0−, 0+ in (4.1) are smoothly con-
nected. Then by Theorem 3.6 there exists an operator

S0 : L2,|r|(−1, 0) → L2,|r|(0, 1)

which satisfies (S-1)-(S-4) in Theorem 3.6 with ı = [−1, 0],  = [0, 1], a = b = 0.
In particular, for f ∈ Fmax[−1, 0],

(S0f)(0+) = |α′
0| f(0−), (S∗

0f)(0−) = |β′
0| ρ0(0) f(0+).

We define X0 and calculate X∗
0 as

X0 =

[

P0,− 0
γ1S0 γ2P0,+

]

, X∗
0 =

[

P0,− γ1S
∗
0

0 γ2P0,+

]

.

Case 3. Assume that the half-neighborhoods 0+, 0− in (4.1) are smoothly con-
nected. Then by Theorem 3.6 there exists an operator

S0 : L2,|r|(0, 1) → L2,|r|(−1, 0)

which satisfies (S-1)-(S-4) in Theorem 3.6 with ı = [0, 1],  = [−1, 0], a = b = 0.
In particular, for f ∈ Fmax[0, 1],

(S0f)(0−) = |α′
0| f(0+), (S∗

0f)(0+) = |β′
0| ρ0(0) f(0−).

We define X0 and calculate X∗
0 as

X0 =

[

γ2P0,− γ1S0

0 P0,+

]

, X∗
0 =

[

γ2P0,− 0
γ1S

∗
0 P0,+

]

,

Case 4. Assume that the half-neighborhoods 0+, 0+ in (4.1) are smoothly con-
nected. Then by Theorem 3.6 there exists an operator S0 : L2,|r|(0, 1) → L2,|r|(0, 1)
which satisfies (S-1)-(S-4) in Theorem 3.6 with ı = [0, 1],  = [0, 1], a = b = 0. In
particular, for f ∈ Fmax[0, 1],

(S0f)(0+) = |α′
0| f(0+), (S∗

0f)(0+) = |β′
0| ρ0(0) f(0+).
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We define X0 and calculate X∗
0 as

X0 =

[

P0,− 0
0 γ1S0 + γ2P0,+

]

, X∗
0 =

[

P0,− 0
0 γ1S

∗
0 + γ2P0,+

]

.

First note that in each of the four cases above, the operator X0 is bounded
since each of its components is bounded.

In each of the four cases above, the property (4.7) follows from (S-2) in
Theorem 3.6, and properties (4.2) and (4.3).

Let f ∈ Fmax[−1, 1]. Since γ1|α
′
0| + γ2 = 1, the function X0f is continuous

in each case and (X0f)(0) = f(0). This, (4.4), (4.5), (4.6), (S-3) and (S-4) in
Theorem 3.6 imply (4.8). The relation (4.10) follows similarly.

In each of the above cases, the equality (4.11) is a consequence of

γ1|β
′
0|ρ0(0) + γ2 = −3,

(4.5), (4.6) and (S-4) in Theorem 3.6. This proves the theorem. �

Remark 4.3. Note the behavior of the operator W0 in Theorem 4.2 at the boundary
of the interval [−1, 1]:

[

(W0f)(−1)
(W0f)(1)

]

=

[

−f(−1)
f(1)

]

, f ∈ Fmax[−1, 1].

This property of W0 will be used in Section 6. In the next section, under additional
assumptions on the coefficients p and r in a neighborhood of −1 and 1 we construct
operators W with specified behavior at −1 and 1.

5. Conditions at -1 and 1, and associated operators

In this section we show that under additional assumptions on the coefficients p
and r near −1 we can construct an operator W−1 with prescribed behavior at −1
and under additional assumptions near 1 we can construct an operator W1 with
prescribed behavior at 1.

Condition 5.1 (Condition at −1). Let p and r be coefficients in (1.1). We assume
that a right half-neighborhood of −1 is smoothly connected to a right half-neigh-
borhood of −1 with the connection parameters α′

−1, β
′
−1 and ρ−1(0) such that

|α′
−1| 6= |β′

−1|ρ−1(0).

Condition 5.2 (Condition at 1). Let p and r be coefficients in (1.1). We as-
sume that a left half-neighborhood of 1 is smoothly connected to a left half-
neighborhood of 1 with the connection parameters α′

+1, β
′
+1 and ρ+1(0) such that

|α′
+1| 6= |β′

+1|ρ+1(0).

In the rest of this section we shall need two operators analogous to the opera-
tors P0,− and P0,+ introduced in Section 4. Let φ1 : [−1, 1] → [0, 1], φ1 ∈ C1[−1, 1]
be an even function such that

φ1(−1) = 1, φ1(x) = 0 for 0 ≤ |x| ≤ 1/2, φ1(1) = 1. (5.1)
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Define the operators

P1,− : L2,|r|(−1, 0) → L2,|r|(−1, 0) and P1,+ : L2,|r|(0, 1) → L2,|r|(0, 1)

by

(P1,−f)(x) = f(x)φ1(x), f ∈ L2,|r|(−1, 0), x ∈ [−1, 0], (5.2)

(P1,+f)(x) = f(x)φ1(x), f ∈ L2,|r|(0, 1), x ∈ [0, 1]. (5.3)

The operators P1,− and P1,+ are self-adjoint operators with the following proper-
ties:

(P1,−f)(x) = 0, f ∈ L2,|r|(−1, 0), − 1

2
≤ x ≤ 0, (5.4)

(P1,+f)(x) = 0, f ∈ L2,|r|(0, 1), 0 ≤ x ≤ 1

2
, (5.5)

P1,−Fmax[−1, 0] ⊂ Fmax[−1, 0], P1,+Fmax[0, 1] ⊂ Fmax[0, 1], (5.6)

and

(P1,−f)(−1+) = f(−1+), f ∈ Fmax[−1, 0], (5.7)

(P1,+f)(1−) = f(1−), f ∈ Fmax[0, 1]. (5.8)

Proposition 5.3. Assume that the coefficients p and r satisfy Condition 5.1. Let µ
be an arbitrary complex number. Then there exists an operator W−1 : L2,r → L2,r

such that

(a) W−1 is bounded on L2,|r|.

(b) JW−1 > I. In particular (W−1)
−1 is bounded and W−1 is positive on the

Krein space L2,r.

(c) (W−1f)(x) = (Jf)(x), − 1

2
≤ x ≤ 1, f ∈ L2,r

(d) W−1Fmax[−1, 1] ⊂ Fmax[−1, 0] ⊕Fmax[0, 1].
(e) (W−1f)(−1) = µf(−1), for all f ∈ Fmax[−1, 1].

Proof. We use the notation introduced in Condition 5.1. By Theorem 3.6 there
exists a bounded operator S−1 : L2,|r|(−1, 0) → L2,|r|(−1, 0) such that

S−1Fmax[−1, 0] ⊂ Fmax[−1, 0] and S∗
−1Fmax[−1, 0] ⊂ Fmax[−1, 0],

and for all f ∈ Fmax[−1, 0],

(S−1f)(−1) = |α′
−1| f(−1) (S∗

−1f)(−1) = |β′
−1| ρ−1(0)f(−1).

Let µ be an arbitrary complex number. Since we assume that |α′
−1| 6= |β′

−1| ρ−1(0),
the complex numbers γ1 and γ2 can be chosen such that

γ1|α
′
−1| + γ2 = 1, γ1|β

′
−1| ρ−1(0) + γ2 = −µ − 1.

Put

X−1 =

[

γ1S−1 + γ2P1,− 0
0 0

]

, X∗
−1 =

[

γ1S
∗
−1 + γ2P1,− 0

0 0

]

,

Then for all f ∈ Fmax[−1, 1] we have

(X−1f)(−1) = f(−1), and (X∗
−1f)(−1) = (−µ − 1)f(−1).
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Therefore
W−1 = J

(

X∗
−1X−1 + I

)

has all the properties stated in the proposition. �

The proof of the next proposition is very similar to the preceding proof, and
will be omitted.

Proposition 5.4. Assume that the coefficients p and r satisfy Condition 5.2. Let µ
be an arbitrary complex number. Then there exists an operator

W+1 : L2,r → L2,r

such that

(a) W+1 is bounded on L2,|r|.

(b) JW+1 > I. In particular W−1
+1 is bounded and W+1 is positive on the Krein

space L2,r.

(c) (W+1f)(x) = (Jf)(x), −1 ≤ x ≤ 1

2
, f ∈ L2,r

(d) W+1Fmax[−1, 1] ⊂ Fmax[−1, 0] ⊕Fmax[0, 1].
(e) (W+1f)(1) = µf(1), for all f ∈ Fmax[−1, 1].

6. Riesz basis of root vectors

In this section we return to the eigenvalue problem (1.1)-(1.2) and the operator A
associated with it. We start with cases when the conditions in Section 5 are not
needed. We remark that the notation of Section 2 is used extensively in the rest
of this section.

Theorem 6.1. Assume that the following three conditions are satisfied.

(a) The coefficients p and r satisfy Condition 4.1.
(b) One of the following is true:

(i) Ln 6= 0,

(ii) L = [1 0 0 0],
(iii) L = [0 1 0 0].

(c) One of the following is true:

(i) Nn 6= 0,

(ii) N = [1 0 0 0] and ∆ < 0,
(iii) N = [0 1 0 0] and ∆ > 0.

Then there is a basis for each root subspace of A, so that the union of all these

bases is a Riesz basis of L2,|r| ⊕ C|∆|.

Proof. Assume first that Nn 6= 0. By (2.7), the form domain of A when Ln 6= 0 is
given by

F(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, z ∈ C







,
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and in the other two cases in (b), (2.8) gives

F(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, z ∈ C, Lebe(f) = 0







,

where Lebe(f) = f(−1) in case (b-ii) and Lebe(f) = f(1) in case (b-iii)
Next assume (c-ii). Then Nebe(f) = f(−1) and (2.9) shows that

F(A) =







[

f
f(−1)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax







when Ln 6= 0, and in the other cases in (b), (2.10) gives

F(A) =







[

f
f(−1)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, Lebe(f) = 0







,

Finally, assume (c-iii). Then Nebe(f) = f(1) and (2.9) shows that

F(A) =







[

f
f(1)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax







when Ln 6= 0, and in the other cases in (b), (2.10) gives

F(A) =







[

f
f(1)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, Lebe(f) = 0







,

Let W0 be the operator constructed in Theorem 4.2, and let

W =

[

W0 0
0 sgn(∆)

]

:
L2,r

⊕
C∆

→
L2,r

⊕
C∆

.

A straightforward verification shows that W is a bounded, boundedly invertible,
positive operator in the Krein space L2,r ⊕ C∆ and W F(A) ⊂ F(A) in each of
the above listed cases. Consequently, the theorem follows from Theorem 2.2. �

In the next result we shall assume that one of the conditions from Section 5
is satisfied.

Theorem 6.2. Assume that the following three conditions are satisfied.

(a) The coefficients p and r satisfy Condition 4.1, and one of Conditions 5.1,
5.2.

(b) Nn 6= 0.

(c) L = [u v 0 0] with uv 6= 0.

Then there is a basis for each root subspace of A, so that the union of all these

bases is a Riesz basis of L2,|r| ⊕ C|∆|.
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Proof. Under the assumptions of the theorem, (2.8) shows that the form domain
of A is given by

F(A) =







[

f
z

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, z ∈ C, uf(−1) + vf(1) = 0







.

Define the following two Krein spaces:

K0 := L2,r

(

− 1

2
, 1

2

)

, K1 := L2,r(−1,− 1

2
)[+̇]L2,r(

1

2
, 1). (6.1)

Extending the functions in K0 and K1 to be 0 outside of their natural domain, the
spaces K0 and K1 can be considered as subspaces of L2,r. Then

L2,r = K0[+̇]K1.

Assume that the functions p and r satisfy Conditions 4.1 and 5.1. Let W0 be
the operator constructed in Theorem 4.2 and let W−1 be the operator constructed
in Proposition 5.3 with µ = 1. The properties (c) in Theorem 4.2 and Proposition
5.3, imply that K0 and K1 are invariant under W0 and W−1. As we chose µ = 1,
we have (W−1f)(−1) = f(−1) and (W−1f)(1) = f(1). Define

W01 := W0|K0
[+̇]W−1|K1

. (6.2)

Since W0 and W−1 are bounded, boundedly invertible and positive in the Krein
space L2,r, so is the the operator W01. Also, W01Fmax[−1, 1] ⊂ Fmax[−1, 1] and

[

(W01f)(−1)
(W01f)(1)

]

=

[

f(−1)
f(1)

]

. (6.3)

If the functions p and r satisfy Conditions 4.1 and 5.2, then, instead of W−1,
we use the operator W+1 constructed in Proposition 5.4 with µ = −1. Redefining
the operator W01 as

W01 := W0|K0
[+̇]W+1|K1

. (6.4)

we see that it is again bounded, boundedly invertible, and positive in the Krein
space L2,r, W01Fmax[−1, 1] ⊂ Fmax[−1, 1] and (since we use µ = −1)

[

(W01f)(−1)
(W01f)(1)

]

= −

[

f(−1)
f(1)

]

. (6.5)

Now a simple inspection shows that, in both above cases, the operator

W =

[

W01 0
0 ∆

]

:
L2,r

⊕
C∆

→
L2,r

⊕
C∆

is bounded, boundedly invertible and positive in the Krein space L2,r ⊕ C∆ and
W F(A) ⊂ F(A). Thus the theorem again follows from Theorem 2.2. �

Our final result covers the remaining cases, but in the interests of presentation
we shall impose no conditions on L. Of course, there is some overlap with Theorem
6.1.

Theorem 6.3. Assume that the following two conditions are satisfied.
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(a) The coefficients p and r satisfy Condition 4.1, and

(i) Condition 5.1 if ∆ > 0,
(ii) Condition 5.2 if ∆ < 0.

(b) Nn = 0.

Then there is a basis for each root subspace of A, so that the union of all these

bases is a Riesz basis of L2,|r| ⊕ C|∆|.

Proof. In this case (2.9) shows that the form domain of A is

F(A) =







[

f
Nebe(f)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax,







if Ln 6= 0, and

F(A) =







[

f
Nebe(f)

]

∈
L2,r

⊕
C∆

: f ∈ Fmax, Lebe(f) = 0







by (2.10) if Ln = 0 .
Let W01 : L2,r → L2,r be the operator constructed in the proof of Theorem

6.2, and define W : L2,r ⊕ C∆ → L2,r ⊕ C∆ by

W =

[

W01 0
0 sgn(∆)

]

.

As before, in both cases the properties of W01 imply that W is a bounded, bound-
edly invertible, positive operator in the Krein space L2,r ⊕ C∆ and W F(A) ⊂
F(A). Now the theorem follows from Theorem 2.2. �

Remark 6.4. It is instructive to look at the above results from the viewpoint of
non-essential boundary conditions (Ln, Nn 6= 0) and essential ones (whose essential
parts Le, Ne can be separated or not). Let us call a boundary condition essentially
separated if it is either non-essential, or else its essential part is separated. Theorem
6.1 states that if both boundary conditions are essentially separated, then subject
to the sign conditions in (c) (ii) and (iii), Condition 4.1 suffices for the existence
of a Riesz basis of root vectors.

If any of these assumptions fail, then we impose conditions from Section 5.
In particular, if the λ-dependent boundary condition is non-essential, then either
of these conditions suffice, but in other cases the choice is governed by the sign of
∆.

We conclude with a simple example.

Example 6.5. We suppose that

L = [d1 d2 d3 d4], M = [m1 m2 m3 m4], N = [0 γ 0 0],

where (d3, d4) 6= (0, 0) and γm4 > 0. Note that the only λ-dependent term in (1.2)
involves f(1).
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We calculate

MQ−1N∗ = −iγm4,

so by (2.1), ∆ > 0. It follows from Theorem 6.1 with condition (b)+ that Condition
4.1 suffices for the existence of a Riesz basis of root vectors.

This example overlaps with [11, Corollary 3.8], where separated boundary
conditions, also satisfying d2 = d4 = m1 = m3 = 0, d3 = m4 = 1, γ > 0, were
considered by Fleige for a Krein-Feller equation instead of (1.1).
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