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Abstract. In this paper we introduce a noncommutative ana-
logue of the notion of linear system, which we call a helix L :=
(Li)i∈Z in an abelian category C over a quadratic Z-indexed al-
gebra A. We show that, under natural hypotheses, a helix in-
duces a morphism of noncommutative spaces from ProjEnd(L) to
Proj A. We construct examples of helices of vector bundles on
elliptic curves generalizing the elliptic helices of line bundles con-
structed by Bondal-Polishchuk, where A is the quadratic part of
B := End(L). In this case, we identify B as the quotient of the
Koszul algebra A by a normal family of regular elements of degree
3, and show that Proj B is a noncommutative elliptic curve in
the sense of Polishchuk [Pol04]. One interprets this as embedding
the noncommutative elliptic curve as a cubic divisor in some non-
commutative projective plane, hence generalizing some well-known
results of Artin-Tate-Van den Bergh.

1. Introduction

In classical algebraic geometry, one often uses sections of a line bun-
dle L on a projective variety X over a field k to construct a morphism
f : X → Pnk . More algebraically, one obtains from this setup a homo-
geneous coordinate ring B = ⊕iH0(X, f ∗O(i)) and a graded algebra
homomorphism k[x0, . . . , xn] → B which gives a Stein factorisation of
f . Artin-Tate-Van den Bergh [ATVdB90] famously constructed a non-
commutative example of this, “embedding” a genus one curve into a
noncommutative projective plane. They then used this embedding to
study the noncommutative projective plane. We continue this line of
study in this manuscript.

More precisely, in [ATVdB90], the notion of line bundle is replaced
by that of invertible bimodule, which are used to construct twisted
homogeneous coordinate rings. On the other hand, the notion of poly-
nomial ring is replaced by that of Artin-Schelter regular algebra. In
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[BP93], a more flexible approach was adopted, where instead of tak-
ing powers of a single invertible bimodule, one considered a whole se-
quence L = (Li)i∈Z of line bundles on a genus one curve as analogues
of f ∗O(i). The homogeneous coordinate ring is now replaced by the
endomorphism algebra of L, which is now a Z-indexed algebra as op-
posed to a Z-graded one. Their analogue of the polynomial ring is now
a type of Koszul Z-indexed algebra.

We further develop the approach in [BP93] as follows. We first ex-
tend the notion of Koszul algebra to the bimodule algebra setting and
introduce the notion of Koszul complex in an additive category. As
with the classical Koszul algebra, indexed bimodule Koszul algebras
have exact Koszul complexes which are analogues of the Euler exact
sequences for projective spaces. Our point of view is that if f is some
morphism of noncommutative spaces (whatever that might mean), then
f ∗ should preserve exact sequences of vector bundles. Our central no-
tion, that of a helix, will be an analogue of the pullbacks of the Euler
exact sequences on projective space. Given an abelian category C and
a quadratic Z-indexed algebra A, a complete helix in C of length n over
A (defined precisely in Definition 4.1), is a sequence L = (Li)i∈Z of
objects in C enriched by a collection of exact sequences of the form

0→ L⊕mn,j

−j−n → . . .→ L⊕m2,j

−j−2
φ2−→ L⊕m1,j

−j−1
φ1−→ L⊕m0,j

−j → 0

for each j ∈ Z such that the end terms involving φ1, φ2 resemble the
Koszul complex over A. If L is any sequence of objects, then the stan-
dard choice for A is the quadratic part Snc(L) := T (V )/〈I2〉 of End(L)
defined as the quotient of the tensor algebra on the degree one part
V of End(L) quotiented out by the space of degree two relations I2 of
End(L). Before stating the following result, which gives our noncom-
mutative version of a Stein factorization map and is a combination of
Theorems 4.6 and 4.10, we remind the reader that if C is a Z-indexed
algebra, ProjC denotes the quotient of the category of graded right
C-modules by a suitably defined torsion subcategory, generalizing the
category of quasicoherent sheaves over a projective variety (see Section
4 for a precise definition):

Theorem 1.1. Let A be a quadratic algebra and let L be a complete
length n helix over A. Suppose, furthermore, that B := End(L)≥0 is
locally finite and that there exists m ≥ 0 such that for all l ≥ m and
j > 0 we have Extj(Li,Li+1) = 0. Then the restriction functor GrB →
GrA induces a functor ProjB → ProjA which has a left adjoint.
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Various related notions of helices occur in the literature and in-
spired our definition. In particular, we will use a variant of Bondal-
Polishchuk’s notion of an elliptic helix L of period 3 in which the helix
is composed of objects in a k-linear abelian category C. The full defi-
nition is given in Definition 5.3, but the key property here is that for
all i ∈ Z, if one left mutates Li twice, first past Li−1 and then that
past Li−2, one obtains Li−3 up to isomorphism (see Definition 5.2 for
our notion of mutation). Each mutation corresponds to an exact se-
quence and splicing these together gives a complete helix of length 3
over Snc(L) as we show in Proposition 5.6.

The elliptic helices L = (Li) of period 3 constructed by Bondal-
Polishchuk involve line bundles Li on a smooth elliptic curve and
End(L) is the analogue of Artin-Tate-Van den Bergh’s twisted homo-
geneous coordinate ring which appears as the quotient of an Artin-
Schelter regular algebra A of dimension three, by the ideal generated
by a normal element of degree three. We have the following analogue
of this result. See Theorem 5.4, Proposition 8.5 and Theorem 8.7 for
precise statements and further details.

Theorem 1.2. Let L be an elliptic helix of period 3 in Coh(X) where
X is a smooth elliptic curve over an algebraically closed field k of char-
acteristic zero. Let A := Snc(L) and suppose B := End(L) is equigen-
erated in the sense that dimk B01 = dimk B12 = dimk B23 = d. Then

(1) A is Koszul, 3-periodic, and is AS-regular of dimension three.
(2) the canonical map A → B is surjective and induces adjoint

functors on Proj as in Theorem 1.1.
(3) the Hilbert series of A and B are

HA,(t) =
1

1− dt+ dt2 − t3
, HB,(t) =

1− t3

1− dt+ dt2 − t3

(4) the kernel of A→ B is generated by a normal family g of regular
elements of degree three.

Finally, we produce a new family of examples of elliptic helices of
period 3, consisting now of vector bundles on a smooth elliptic curve.
The following sums up Theorem 7.23 and Theorem 8.11.

Theorem 1.3. Let X be a smooth elliptic curve over an algebraically
closed field k of characteristic zero, and let d > 3 an odd integer. Given
any two line bundles L0,L1 of degrees 0 and d and a rank two vector
bundle L′1 of degree d, there exists a unique elliptic helix L = (Li) of
period 3, incorporating the line bundles L0,L1 above and such that L2 is
the right mutation RL1L′1. In this case, B := End(L) is equigenerated
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with dimk B01 = d so that Theorem 1.2 applies. Furthermore, B is
coherent but not noetherian and ProjB is a noncommutative elliptic
curve in the sense of [Pol04].

More generally, we give in Theorem 7.14 a numerical criterion for
when a triple of vector bundles L0,L1,L2 on a smooth elliptic curve can
be completed to an elliptic helix of period three. It is unfortunately, not
so easy to check as it is in terms of positivity of a recursively defined
sequence. The proof of this latter theorem is based on a criterion
for being able to mutate vector bundles on elliptic curves given in
Theorem 6.6.

Notation 1.4. Throughout, we let (Di)i∈Z denote a sequence of divi-
sion rings which we consider as “base” division rings. For many appli-
cations, all the Di will equal some fixed field k which acts centrally on
all objects. We let D = ⊕Di which we consider as a Z-indexed algebra
concentrated in degree 0, that is, Dii = Di and Dij = 0 for i 6= j. By
default, D-modules will be left D-modules unless otherwise stated, so
a D-module L = ⊕Li in an additive category C is just a collection of
Di-objects Li in C, i.e. pairs (Li, ρi), where Li is an object in C and
ρi : Di → EndC L−i is a ring homomorphism (the indexing conven-
tion is explained in Section 2). In practice, we will often start with
a sequence of objects Li in C whose endomorphism rings EndLi are
division rings so we define D−i = EndLi, and so obtain a D-module in
C.

Given M,N ∈ C, we abbreviate

(M,N) := HomC(M,N)

and
j(M,N) := ExtjC(M,N).

If X is a scheme, we let Coh(X) denote the category of coherent
sheaves over X.

2. Indexed bimodule algebras and Koszul theory

In this section, we generalise the notion of Koszul Z-indexed k-
algebra from [BP93] to the bimodule algebra setting.

Let (Di)i∈Z denote a sequence of division rings and let D = ⊕Di as
in Notation 1.4. A Z-indexed D-algebra is a ring A with decomposition
A = ⊕i,j∈ZAij such that

• Aij are (Di, Dj)-bimodules,
• multiplication is induced by associative multiplication maps
Aij ⊗Dj

Ajl → Ajl (multiplication AijAkl = 0 if j 6= k), and
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• each Aii contains a unit element ei satisfying the usual unit
axiom.

Note the indexing convention differs from [BP93]. The degree of Aij
and its elements is defined to be j−i. We will usually drop subscripts on
⊗ when we take tensor products of objects with indices: for example,
Aij ⊗ Ajl = Aij ⊗Dj

Ajl. This should not cause confusion since the
default subscript, Di, is determined by the index. Note that D = ⊕Di

is a Z-indexed D-algebra with Dii = Di and other summands zero.
Just as k-algebras often arise as endomorphisms of an object in a

k-linear category C, indexed D-algebras often come from a D-module
L := (Li)i∈Z in an additive category C. Indeed, such a module gives
rise to a Z-indexed D-algebra End(L) defined as follows:

End(L)ij := HomC(L−j,L−i)
with multiplication defined as composition of homomorphisms. We
choose our indexing convention for the following reasons: firstly, the
order of indices is a result of our natural indexing on Z-indexed al-
gebras. Secondly, the negative signs appear because we would like to
view the Li’s as analogues of line bundles O(i) on a projective vari-
ety, and this convention keeps our Z-indexed algebra positively graded
as a opposed to negatively graded. In addition, in the graded case,
the sequence L typically comes from applying the orbit of an auto-
equivalence to some object, so the endomorphism algebra is also called
the orbit algebra.

Suppose now that A is locally finite in the sense that all the Aij are
finite dimensional on the left and right. Since C is additive and L−j is
a Dj-object in C, Aij⊗L−j is a well-defined Di-object in C (see [AZ01,
Section B3] for a concrete description of this tensor product in the
context of an abelian category). The tensor product is bifunctorial with
respect to maps of finite-dimensional right Di-modules and morphisms
of Di-objects, i.e. morphisms in C compatible with the Di-action. More
precisely, versions of [AZ01, Lemma B3.3, Lemma B3.9] hold in this
context, and we will use this fact without comment in the sequel.

As one might expect from the non-indexed case, morphisms A →
End(L), correspond to left A-module structures on L. The latter is a
collection of multiplication maps

µij : Aij ⊗ L−j −→ L−i
satisfying the usual unit and associativity axioms of a module. The
maps µij induce morphisms Aij → End(L)ij which define a morphism
of Z-indexed algebras. Conversely, L is naturally a left End(L)-module,
so any morphism A→ End(L) defines an A-module structure on L.



6 DANIEL CHAN AND ADAM NYMAN

We turn now to generalising Koszul theory to the bimodule setting,
taking our cue from [BP93]. One added complication is that given a
(Di, Dj)-bimodule V , we have both a left dual ∗V := HomDi

(V,Di)
and a right dual V ∗ := HomDj

(V,Dj).

Definition 2.1. A quadratic D-algebra is a locally finite Z-indexed
D-algebra A, which is

(1) positively graded in the sense that Aij = 0 for i > j,
(2) connected in the sense that all the Aii = Di

(3) generated in degree one, that is, by {Ai,i+1}i∈Z
(4) and has only quadratic relations Ii,i+2 ⊂ Ai,i+1 ⊗ Ai+1,i+2 (see

[MN21] for relevant definitions).

In this case, we may define the left Koszul dual to be the negatively
graded Z-indexed D-algebra !A generated in degree -1 by !Ai+1,i :=
∗Ai,i+1 with relations ⊥Ii+2,i ⊂ !Ai+2,i+1⊗ !Ai+1,i defined as the kernel
of the map
!Ai+2,i+1⊗ !Ai+1,i = ∗Ai+1,i+2⊗ ∗Ai,i+1

∼= ∗(Ai,i+1⊗Ai+1,i+2)→ ∗Ii,i+2

induced by the inclusion of relations.

We may similarly define the right Koszul dual A! and note that
( !A)! ∼= A as !Ai+1,i = ∗Ai,i+1, and ( ⊥Ii+2,i)

⊥ is canonically isomorphic
to Ii,i+2.

If n ∈ Z and A is a Z-indexed D-algebra, we let A(n) denote the in-
duced Z-indexed D-algebra with A(n)ij = Ai+n,j+n. Following [VdB11,
Section 2], we say A is n-periodic if there is an isomorphism of Z-
indexed algebras A→ A(n).

Lemma 2.2. If A is quadratic and !A is n-periodic, then A is n-
periodic.

Proof. By hypothesis, there exist isomorphisms !Ai+1,i −→ !Ai+n+1,i+n

such that there is an induced commutative diagram with vertical iso-
morphisms and with right horizontals equal to multiplication

0−→ ⊥Ii+2,i −→ !Ai+2,i+1 ⊗ !Ai+1,i −→ !Ai+2,i −→0y y y
0−→⊥Ii+n+2,i+n−→!Ai+n+2,i+n+1 ⊗ !Ai+n+1,i+n−→!Ai+n+2,i+n−→0

This induces a commutative diagram with vertical isomorphisms

0−→ ⊥Ii+2,i −→ ∗(Ai,i+1 ⊗ Ai+1,i+2) −→ ∗Ii,i+2 −→0y y y
0−→⊥Ii+n+2,i+n−→ ∗(Ai+n,i+n+1 ⊗ Ai+n+1,i+n+2)−→ ∗Ii+n,i+n+2−→0
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where the right horizontal maps are induced by inclusion. By taking
duals, we see that the isomorphisms in degree one are compatible with
the relations in A, whence the result. �

Before introducing a fairly general notion of a Koszul complex, we
present some motivational arguments. Let L = (Li) be a D-module
in an additive category C and let Vi = HomC(L−i−1,L−i). If the Vi
are finite dimensional on both sides, so that the tensor algebra T (V )
over D is locally finite, then the canonical morphism T (V )→ End(L)
makes L a left T (V )-module. We will assume, throughout the rest of
the paper, that L is such that End(Li) and Vi are finite dimensional on
both sides for all i ∈ Z.

The following is a simple consequence of adjoint properties of tensor
products of bimodules (see [Nym16, Section 2.1] for more details), and
will be employed in Section 3:

Lemma 2.3. Let Wi,Wi+1 be finite dimensional right modules over
Di, Di+1 respectively, so that Wi ⊗ L−i,Wi+1 ⊗ L−i−1 are well-defined
objects in C. Consider a morphism φ : Wi+1 ⊗ L−i−1 → Wi ⊗ L−i and
the associated composite map of Di+1-spaces

δ : Wi+1 = Wi+1 ⊗Di+1 → Wi+1 ⊗ EndC(L−i−1)
Hom(L−i−1,φ)−−−−−−−−→ Wi ⊗ Vi.

Then φ factors in the following two ways.

(1) φ : Wi+1 ⊗ L−i−1
δ⊗1−−→ Wi ⊗ Vi ⊗ L−i−1

1⊗µ−−→Wi ⊗ L−i
where µ is module multiplication.

(2) φ : Wi+1⊗L−i−1
1⊗η⊗1−−−−→ Wi+1⊗ ∗Vi⊗Vi⊗L−i−1

m⊗µ−−−→ Wi⊗L−i
where m is the adjoint of δ and η is the unit morphism.

Remark 2.4. We will think of the morphism m : Wi+1⊗ ∗Vi → Wi as
a type of module multiplication by elements of ∗Vi.

To define a Koszul complex, we need the data of a quadratic D-
algebra A, a left A-module L in C and a locally finite right !A-module
W = ⊕Wij.

Definition 2.5. We define the W -Koszul complex of L to be

(2.1) W ⊗L : . . .→ Wi+1⊗L−i−1
d−→ Wi⊗L−i → Wi−1⊗L−i+1 → . . .

where the differential is

Wi+1 ⊗ L−i−1
1⊗η⊗1−−−−→ Wi+1 ⊗ !Ai+1,i ⊗ Ai,i+1 ⊗ L−i−1

m⊗µ−−−→ Wi ⊗ L−i
where η is the unit map (noting !Ai+1,i = ∗Ai,i+1) and m,µ are the !A
and A-module multiplication maps.
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To prove the W -Koszul complex is actually a complex, we will need
the following

Lemma 2.6. (1) The composite of unit morphisms

Di+1
η−→ ∗Ai,i+1 ⊗ Ai,i+1

1⊗η⊗1−−−−→ ∗Ai,i+1 ⊗ ∗Ai−1,i ⊗ Ai−1,i ⊗ Ai,i+1

is the unit morphism on Ai−1,i ⊗ Ai,i+1.
(2) The following is a complex

Di+1
η−→ !Ai+1,i ⊗ !Ai,i−1 ⊗ Ai−1,i ⊗ Ai,i+1

!µ⊗µ−−−→ !Ai+1,i−1 ⊗ Ai−1,i+1

where the first map is the composite in part (1) and µ, !µ are
the algebra multiplication maps in A, !A respectively.

Proof. Part (1) is just a simple calculation. For part (2), let I ⊂
Ai−1,i ⊗Ai,i+1 be the space of quadratic relations on ei−1Aei+1. Pick a
Di−1-basis v1, . . . , vn for Ai−1,i⊗Ai,i+1 such that v1, . . . , vl is a basis for
I, and let ∗v1, . . . ,

∗vn be the dual basis. Then ( !µ⊗µ)(
∑ ∗vj⊗vj) = 0

since vj ∈ I for j ≤ l whilst ∗vj ∈ ⊥I for j > l. �

Proposition 2.7. The chain of morphisms W ⊗L in Equation 2.1 is
indeed a complex.

Proof. Since the differential in W ⊗ L is defined using module multi-
plication which is associative, the result follows from Lemma 2.6. �

Before we give our definition of Koszul algebra, we introduce the fol-
lowing notation. Let B be a Z-indexed D-algebra. We abuse notation
by letting ejB

∗ denote the Dj −B-bimodule with

(ejB
∗)i := HomDj

(Bij, Dj) = B∗ij

and with right multiplication induced in the usual way by the left B-
module structure of Bej. In constructing the Koszul complex, defined
below, the only graded right !A-modules we will use are those of the
form ej

!A∗.

Definition 2.8. Given an A-module L in an additive category C, the
degree j Koszul complex is the Koszul complex ej

!A∗ ⊗ L.

Definition 2.9. Suppose A is a quadratic D-algebra, C is the category
of graded right A-modules and L is the module L−j = ejA. We say A
is Koszul if, for all j ∈ Z, the degree j Koszul complex ej

!A∗ ⊗ L is a
resolution of the corresponding simple module ejA/(ejA)>j.

Remark 2.10. Suppose k is a field, Di = k for all i ∈ Z and A is a
quadratic D-algebra. If

!A∗l,j ⊗ Al,q
ψ−→ !A∗l−1,j ⊗ Al−1,q
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is the qth component of the differential in the degree j Koszul complex,
then it is straightforward to show, in light of the fact that (!A)! ∼= A,
that the k-vector space dual of ψ:

A∗l−1,q ⊗ !Al−1,j −→ A∗l,q ⊗ !Al,j

is the jth component of the differential in the degree q Koszul complex
of !A. Furthermore, if A is Koszul, then the qth degree component of
the Koszul complex

!A∗l,j ⊗ Al,q −→ !A∗l−1,j ⊗ Al−1,q −→ !A∗l−2,j ⊗ Al−2,q
is exact if either j < l − 1 or j = l − 1 and q ≥ l. Dualizing, we get
that

A∗l−2,q ⊗ !Al−2,j −→ A∗l−1,q ⊗ !Al−1,j −→ A∗l,q ⊗ !Al,j

is exact under the same conditions. Thus, in case q ≥ l, we get an
exact sequence

A∗l−2,q ⊗ el−2 !A −→ A∗l−1,q ⊗ el−1 !A −→ A∗l,q ⊗ el !A,

while if q = l− 1, the complex is exact in degrees < l− 1. Thus, !A is
Koszul.

Note that an analogous result holds if A is a negatively graded qua-
dratic algebra generated by {Ai,i−1}i∈Z and we define the Koszul com-
plex in the obvious way. It follows that if A is a positively graded qua-
dratic D-algebra such that !A is Koszul, then A is Koszul (see [BS96,
Proposition 2.9.1] for a proof in the Z-graded case).

3. Morphisms to endomorphism algebras

In the last section, we saw that given a quadratic D-algebra A and
an A-module L in some additive category C, we may construct Koszul
complexes. In this section, we show conversely that a type of complex,
called a pre-helix (which resembles part of a Koszul complex), can be
used to construct an A-module and hence a morphism from A to the
endomorphism algebra End(L).

Let A be a quadratic D-algebra. Below, we will need to use its
Koszul complex which in degree j is

(3.1) · · · −→ !A∗j+2,j ⊗ ej+2A
ψ2−→ !A∗j+1,j ⊗ ej+1A

ψ1−→ !A∗j,j ⊗ ejA

The following is well-known and easily verified.

Proposition 3.1. (1) The morphism ψ1 above is the composite of
the natural isomorphism !A∗j+1,j ' Aj,j+1 (tensored with ej+1A)
and the multiplication map Aj.j+1 ⊗ ej+1A→ ejA.
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(2) The morphism ψ2 is the composite of the inclusion of relations
ρ : !A∗j+2,j ↪→ !A∗j+1,j ⊗ !A∗j+2,j+1 and multiplication

Aj+1.j+2 ⊗ ej+2A→ ej+1A,

where the isomorphism !A∗j+2,j+1 ' Aj+1,j+2 in (1) above has
been used.

Definition 3.2. A pre-helix over A in C consists of the data of

(1) a D-module L in C such that the natural morphisms Di →
EndL−i are isomorphisms,

(2) for each j ∈ Z, complexes of the form

(3.2) !A∗j+2,j ⊗ L−j−2
φ2−→ !A∗j+1,j ⊗ L−j−1

φ1−→ !A∗j,j ⊗ L−j

such that

(a) (L−j−1, φ1) yields a map

µj : Aj,j+1
can' !A∗j+1,j⊗Dj+1

(L−j−1,φ1)−−−−−−→ !A∗j,j⊗(L−j−1,L−j)
can' (L−j−1,L−j)

which is left Dj-linear (it is automatically right Dj+1-linear), and
(b) (L−j−2, φ2) yields a map

!A∗j+2,j

can' !A∗j+2,j ⊗Dj+2
(L−j−2,φ2)−−−−−−→ !A∗j+1,j ⊗ (L−j−2,L−j−1)

which factors as the inclusion of relations map

ρ : !A∗j+2,j →! A∗j+1,j ⊗ Aj+1,j+2

in Proposition 3.1(2) and

1⊗ µj+1 : !A∗j+1,j ⊗ Aj+1,j+2 → !A∗j+1,j ⊗ (L−j−2,L−j−1).

If the morphisms µj in part (a) are isomorphisms for all j, we say that
the pre-helix is complete.

Remark 3.3. The notion of a pre-helix is meant to be an analogue
of the notion of linear systems. In the latter setup, we have a number
of global sections of some line bundle L on a k-scheme X or, more
invariantly, a morphism of vector spaces V → H0(X,L). The maps µj
in Definition 3.2(a) are analogues of this map so complete pre-helices
are analogues of complete linear systems.

Proposition 3.4. If L is a pre-helix over A, there exists an induced
morphism of connected Z-indexed algebras A −→ End(L). When L is
complete, this is an isomorphism in degree one.
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Proof. We construct an A-module structure on L. Let V denote the
degree one part of A so by definition, A = T (V )/〈( !A∗j+2,j)j∈Z)〉. The
“multiplication” maps µj in Definition 3.2(a) define an algebra mor-
phism T (V )→ End(L) which we wish to show factors through A.

By Lemma 2.3(1) and property (a) in Definition 3.2, the map φ1 is
the composition

Aj,j+1 ⊗ L−j−1
µj⊗L−j−1→ (L−j−1,L−j)⊗ L−j−1 → L−j,

where the rightmost arrow is canonical. Thus, φ1 is just T (V )-module
multiplication.

Similarly, by Lemma 2.3(1) and property (b) in Definition 3.2, φ2 is
the composite of maps i) induced by the inclusion of relations !A∗j+2,j ↪→
!A∗j+1,j⊗ !A∗j+1,j+2 and ii) T (V )-module multiplicationAj+1.j+2⊗L−j−2 →
L−j−1. The fact that (3.2) is a complex implies φ1φ2 = 0, which thus
amounts to saying that the relations !A∗j+2,j act trivially on L so L is
actually an A-module and the proposition is proved.

�

Remark 3.5. Under the hypotheses of the proposition, L is an A-
module so we may speak of the Koszul complexes ej

!A∗⊗L. The proof
above shows that the complex (3.2) is actually the start of this Koszul
complex.

There is an elementary converse to Proposition 3.4.

Proposition 3.6. Let L be a left module over a quadratic D-algebra
A such that the natural morphisms Di → EndC L−i are isomorphisms.
Then L is a pre-helix over A when enriched with the data of the Koszul
complexes.

Proof. We need only check that the Koszul complexes satisfy property
(b) in Definition 3.2. This follows from Lemma 2.3 and Proposition 3.1.

�

Given a pre-helix L in an additive category C, we defined in [CN21],
the quadratic algebra Snc(L) as the quadratic part of End(L), that is,
the unique quadratic algebra coinciding with End(L) in degrees one
and two, and having the same relations in degree 2.

Proposition 3.7. Let L be a pre-helix over A and let ψ : A −→
End(L) be the map from Proposition 3.4. Then ψ lifts uniquely to an

algebra morphism ψ̃ : A −→ Snc(L). Furthermore, ψ̃ is an isomorphism
if and only if L is complete and ψ is an injection in degree 2.
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Proof. The morphism ψ lifts to Snc(L) since the relations in A are

all quadratic. If ψ̃ is an isomorphism, then it is, in particular, in
isomorphism in degree one. Hence L is complete. In addition, since
the canonical map Snc(L) −→ End(L) is an injection in degree two by
definition of Snc(L), ψ is an inclusion in degree two.

Conversely, suppose L is complete and ψ is an injection in degree two.
Since A is quadratic, it factors through Snc(L) via ψ̃ : A −→ Snc(L). In

particular, ψ̃ is a map of quadratic algebras which is an isomorphism
in degree zero, one and two, whence the result. �

Remark 3.8. Suppose L is a helix in the sense of [CN21]. Let A =
Snc(Hom(L−1,L0)) which we showed in [CN21, Proposition 3.6(2)] to
be isomorphic to Snc(L). Furthermore, [CN21, Corollary 3.7] gives
a morphism of Z-indexed algebras ψ : A → End(L) so L is an A-
module. Proposition 3.6 shows that L is actually a pre-helix over A
when furnished with the Koszul complexes. We studied the map ψ
in detail in the case that A is the noncommutative symmetric algebra
of a finite dimensional vector space over k = C, C is the category of
quasi-coherent sheaves over a smooth elliptic curve over k and L is
an elliptic helix of period two determined by the line bundles L−1,L0

which satisfy degL0 > L−1 + 1. In fact, we showed [CN21, Corollary
5.8] that Proj End(L) is in some precise sense a double cover of the
noncommutative projective line Proj A. One of the goals of this paper
is to give period 3 analogues of this to embed noncommutative elliptic
curves into noncommutative projective planes.

4. Helices and geometry

In this section, we introduce our notion of a helix which generalises
the notion of Euler exact sequences on projective spaces Pn as well
as their pullbacks via morphisms f : X → Pn. The notion should
be considered a noncommutative analogue of linear systems and, in
fact, they will induce noncommutative morphisms to noncommutative
projective spaces.

Definition 4.1. Let A denote a quadratic D-algebra and let L be a
pre-helix over A in an abelian category C. We say that

• L is a helix of length 2 over A if for all j ∈ Z, the pre-helix
complexes given as in (3.2) extend to exact sequences

(4.1) 0−→ !A∗j+2,j⊗L−j−2
φ2−→ !A∗j+1,j⊗L−j−1

φ1−→ !A∗j,j⊗L−j −→ 0,

and
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• L is a helix of length n over A, where n ≥ 3, if for all j ∈ Z, and
for 3 ≤ i ≤ n, there exist finite-dimensional right Dj+i-modules
Vj+i,j such that the pre-helix complexes given as in (3.2) extend
to exact sequences as follows:

(4.2) 0 −→ Vj+n,j ⊗ L−j−n −→ · · · −→ Vj+3,j ⊗ L−j−3 −→
!A∗j+2,j ⊗ L−j−2

φ2−→ !A∗j+1,j ⊗ L−j−1
φ1−→ !A∗j,j ⊗ L−j −→ 0.

Abusing terminology, we will also refer to these exact sequences
as helices. The helix is complete if the pre-helix is.

Example 4.2. Let V be an n+ 1-dimensional vector space over a field
k and S(V ) be the symmetric algebra and A the Z-indexed algebra
associated to S(V ). Its Koszul dual is the indexed algebra associated
to the classical Koszul dual S(V )! =

∧
(V ∗) which is just the exterior

algebra. Then L := (O(i)) is a helix of length n whose exact sequences

are the Euler exact sequences Kj := ⊕i
∧i V ⊗O(j−i). More generally,

if X is a projective scheme and f : X → Pn a morphism, then (f ∗O(i))
is a helix of length n in Coh(X).

Example 4.3. Morphisms of noncommutative spaces are usually de-
fined as a pair of adjoint functors mimicking f ∗, f∗. Unfortunately,
this definition does not recover the commutative definition when those
spaces are just commutative varieties. To take a simple example, con-
sider a pair of adjoint functors

f ∗ : Coh(P1)→ Coh(Spec k), f∗ : Coh(Spec k)→ Coh(P1),

and suppose G := f∗k ∈ Coh(P1). Then, for given F ∈ Coh(P1), we
have

(f ∗F)∗ = Homk(f
∗F , k) = HomP1(F , f∗k) = Ext1P1(G(2),F)∗.

The commutative morphisms f : Spec k → P1 correspond to G being
a skyscraper sheaf, but there are many other possibilities. Even if one
imposes the condition that f ∗ preserves structure sheaves, that still
leaves the possibility that G = OP1 which is realized by an adjoint pair
with f ∗ = H1(P1, (−)(−2)). However, f ∗ does not preserve exactness
of the (twist of the) Euler sequence

0→ O → O(1)⊕2 → O(2)→ 0

which suggests that a helix type condition is a useful hypothesis to
impose on morphisms of noncommutative spaces.

Throughout the remainder of this section, we assume L is a complete
helix of length n over a quadratic algebra A, with corresponding exact
sequences being given by those in Definition 4.1. We wish to show that
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helices with good homological properties define noncommutative mor-
phisms to noncommutative projective spaces. We need a preliminary
result.

Lemma 4.4. Let C be an abelian category and suppose

(4.3) M∗ : 0 −→Mn −→ · · · −→M1 −→M0 −→ 0

is an exact sequence in C. Suppose there exists X ∈ C such that
p(X,Mi) = 0 for all p > 0 and i = 2, . . . , n. Then the complex (X,M∗)
is exact.

Proof. Let Ωj < Mj be the syzygies in M∗ so that there are exact
sequences of the form

(4.4) 0→ Ωj →Mj → Ωj−1 → 0

for j = 1, . . . , n − 1 and Ωn−1 = Mn. Hence p(X,Ωn−1) = 0 for all
p > 0 and downward induction on j using (4.4) shows p(X,Ωj) = 0
for all j. Then (X,−) preserves exactness of the sequences (4.4) and
hence of M∗. �

Below, given a Z-indexed algebra C, we let C≥0 be the positively
graded subalgebra with (i, j)-th component Cij for all i ≤ j.

Proposition 4.5. Let L be a complete helix of length n over A. Sup-
pose there exists an m ≥ 0 such that for all l ≥ m, j(Li,Li+l) = 0
for all j > 0 and for all i ∈ Z. Then B := End(L)≥0 satisfies the
following:

(1) The start of the Koszul complex for the A-module B is exact for
all v ≥ m+ n,

!A∗i+2,i ⊗Bi+2,i+v → Ai,i+1 ⊗Bi+1,i+v
µ−→ Bi,i+v → 0

(recall µ here is module multiplication),
(2) for all i ∈ Z, the right B-module (eiB)>i is generated by

Bi,i+1, . . . , Bi,i+m+n−1,

(3) for all i we have the following left D-module decomposition

Bei = ABi−m−n+1,i ⊕Bi−m−n+2,i ⊕ . . .⊕Bii.

Proof. We need only prove part (1) since parts (2) and (3) then follow
from surjectivity of µ in part (1). By hypothesis

p(L−j−v,L−j−n) = · · · = p(L−j−v,L−j−2) = 0

holds for all p > 0 and v ≥ m + n. The result thus follows from
Lemma 4.4 on applying (L−j−v,−) to (4.1) or (4.2), and noting that
this sends the Koszul complex for L to the Koszul complex for B. �
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Before we use Proposition 4.5 to obtain a generalization of [CN21,
Theorem 4.2] (Theorem 4.6), we recall some terminology from [CN21].
Suppose C is a positively graded, connected Z-indexed algebra. We
let GrC denote the category of graded right C-modules. A graded
right C-module M is right bounded if Mn = 0 for all n >> 0. We
let TorsC denote the full subcategory of GrC consisting of modules
whose elements m have the property that the right C-module gener-
ated by m is right bounded. If TorsC is a localizing subcategory (or
even just a Serre subcategory) of GrC, then we may form the quotient
GrC/TorsC =: ProjC. We let πC : GrC → ProjC denote the quotient
functor, and sometimes write π instead of πC .

Theorem 4.6. Let A be a quadratic D-algebra and L be a complete
helix of length n over A in an abelian category C. Let B = End(L)≥0.
Suppose furthermore that

• there exists an m ≥ 0 such that for all l ≥ m and all j > 0
j(Li,Li+l) = 0, and
• for all i ∈ Z, Bij is finite-dimensional over Dj = Bjj for i+1 ≤
j ≤ i+ n+m− 1.

Then

(1) B is connected,
(2) TorsB is a localizing subcategory of GrB, and
(3) the restriction functor GrB −→ GrA induces a functor

ProjB −→ ProjA.

Proof. Part (1) is clear. For part (2), it suffices by the proof of [MN21,
Lemma 3.5], to show that (eiB)>i is a finitely generated B-module
for all i. This follows by Proposition 4.5 and our assumptions. Since
restriction preserves torsion, part (3) will follow if we can show TorsA is
localizing. In this case, we see that for all i, (eiA)>i is finitely generated
since A is generated in degree one. �

Corollary 4.7. Let L be a complete helix of length n over A satisfying
the hypotheses of Theorem 4.6. Let B = End(L)≥0. Then (πe−jB)j∈Z
is a helix of length n over A in ProjB whose helix structure is obtained
by applying (L, ?) to the helices (4.1) or (4.2).

Proof. Given the Ext vanishing hypotheses on the Li, we see from
Lemma 4.4 that (L−j−v, ?) is exact on (4.1) or (4.2) whenever v ≥ m+n.
This gives the desired exact helix sequences in ProjB. �

For the remainder of the section, we will utilize internal tensor and
hom functors introduced in [MN21, Section 4 and Section 5]. Recall
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that if B and C are Z-indexed algebras, M is a graded B-module and
N is a bigraded B − C-bimodule, we define a graded right C-module

M⊗BN := cok
(⊕
l,m

Ml⊗Bl,l
Bl,m⊗Bm,memN

µ⊗1−1⊗µ−−−−−→
⊕
n

Mn⊗Bn,nenN
)
.

We denote the ith left-derived functor of −⊗BN by T orBi (−, N).
If, furthermore, P is an object in GrC, we let

HomC(eiN,P )

denote the right Bii-module with underlying set HomC(eiN,P ) and
with Bii-action induced by the left action of Bii on eiN , and we let

HomC(N,P )

denote the object in GrB with ith component HomC(eiN,P ) and with
multiplication induced by left-multiplication of B on N .

Lemma 4.8. Let ψ : B → C be a morphism of Z-algebras. Then the
restriction of scalars functor

ψ∗ : GrC −→ GrB

has a left-adjoint, denoted by ψ∗.

Proof. It suffices to exhibit ψ∗ as right-adjoint to −⊗BC. By [MN21,
Proposition 5.3], this follows from the fact that there is an isomorphism
of functors ψ∗(−) ∼= HomC(BCC ,−). �

We once again remind the reader that for the remainder of this sec-
tion, we assume L is a complete helix of length n over a quadratic
algebra A. We will use the following elementary fact repeatedly in the
proof of our next theorem.

Lemma 4.9. Let Si = eiA/(eiA)>i and Sopi = Aei/(Aei)<i.

(1) If N is a left A-module generated in degrees > i then Si⊗AN =
0.

(2) If M is a right A-module generated in degrees < i then M⊗AS
op
i =

0.

Theorem 4.10. Let L be a complete helix of length n over A, satisfying
the hypotheses of Theorem 4.6. Let ψ : A → End(L)≥0 =: B be the
map constructed in Proposition 3.4. Then the functor ψ∗ constructed
in Lemma 4.8 descends to a functor

ProjA −→ ProjB

which is left-adjoint to the functor in Theorem 4.6(3).

Proof. By [Smi16, Lemma 1.1], it suffices to prove
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(1) −⊗AB takes torsion A-modules to torsion B-modules, and
(2) the first left-derived functor of πBψ

∗ vanishes on TorsA.

To prove the first assertion, it suffices to prove that Si⊗AB is torsion,
where Si = eiA/(eiA)>i. By Proposition 4.5(3), Bej is generated as
an A-module in degrees > j −m− n. Hence Si⊗ABej = 0 as soon as
j ≥ i+m+ n and part (1) is proved.

We now prove part (2). Note that the first left-derived functor of
πBh

∗ is
πBT orA1 (−, B)

so it suffices to show that T orA1 (Si, B) is torsion. From Proposi-
tion 4.5(3), there exists an exact sequence of A-modules of the form

0→ ABj−m−n+1,j → Bej → T → 0

where T lives in degrees j −m− n+ 2, . . . , j.
We prove separately that T orA1 (Si, ABj−m−n+1,j) = 0 and T orA1 (Si, T ) =

0 for j large enough. Consider the partial projective resolution

0→ Ai,i+1A→ eiA→ Si → 0.

Lemma 4.9(2) shows thatAi,i+1A⊗AT = 0 as soon as i+1 < j−m−n+2

so T orA1 (Si, T ) = 0 for j large enough.
We compute T orA1 (Si, ABj−m−n+1,j) using the partial projective res-

olution

0→ K → A⊗Bj−m−n+1,j → ABj−m−n+1,j → 0.

In view of Lemma 4.9 again, the proof of the theorem will be complete
if we can establish the following result.

Lemma 4.11. The A-module K is generated in degrees ≥ j −m− n.

Proof. Let s < j−m−n and r ∈ Ks. Since A is generated in degree one,
we may lift r to some r̃ ∈ As,s+1⊗ . . .⊗Aj−m−n,j−m−n+1⊗Bj−m−n+1,j.
Consider the composite map

As,s+1⊗. . .⊗Aj−m−n,j−m−n+1⊗Bj−m−n+1,j
1⊗µ′−−→ As,s+1⊗Bs+1,j

µ−→ Bs,j.

Now by Proposition 4.5(1) we have

(1⊗ µ′)(r̃) ∈ kerµ = im(ρ : Is,s+2 ⊗Bs+2,j → As,s+1 ⊗Bs+1,j)

where Is,s+2 are the quadratic relations in As,s+2. We may thus find
r̃′ ∈ As,s+1⊗ . . .⊗Aj−m−n,j−m−n+1⊗Bj−m−n+1,j such that (1⊗µ′)(r̃) =
(1⊗ µ′)(r̃′) and such that r̃′ maps to zero in A⊗Bj−m−n+1,j. We may
thus replace r̃ with

r̃ − r̃′ ∈ ker(1⊗ µ′) = As,s+1 ⊗ kerµ′.

But this shows thatKs = As,s+1Ks+1 and we are done by induction. �
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This completes the proof of Theorem 4.10. �

5. Relation to elliptic helices of period 3

For the remainder of this paper, we will assume that k is an alge-
braically closed field of characteristic zero which will be our base field
so D = k. In [BP93], Bondal-Polishchuk introduced a different notion
of a helix called an elliptic helix of period 3. We show how, when these
live in a k-linear abelian category C, they give examples of helices in
our sense. Since D = k, left and right duals coincide, so we will revert
to the more traditional notation A! for the Koszul dual of A rather
than !A.

Definition 5.1. ([BP93, Section 7, p.249]) An object L ∈ C is ellipti-
cally exceptional if i) j(L,L) ∼= k for j = 0, 1 and is zero otherwise and
ii) for any F ∈ C, the natural pairing (L,F)⊗ 1(F ,L)→ 1(L,L) = k
is non-degenerate.

Unlike in [BP93], we will work in the k-linear abelian category C as
opposed to the derived category, so we introduce the following

Definition 5.2. An ordered pair E ,F of objects in C is said to be left
mutable if j(E ,F) = 0 for j 6= 0 and furthermore the evaluation map

η : (E ,F)⊗ E → F
is surjective. In this case we define the left mutation LEF := ker η. We
also say F left mutates through E in C. The right handed versions are
defined similarly.

Our abelian category version of Bondal-Polishchuk’s elliptic helices
is given by the following.

Definition 5.3. ([BP93, Section 7, p. 250]) Let L = (Li)i∈Z be a
sequence of elliptically exceptional objects in C. We say L is an elliptic
helix of period three if

(1) for all i < j we have l(Li,Lj) = 0 for l 6= 0 while all the (Li,Lj)
are finite dimensional and,

(2) for all i, Li left mutates through Li−1, L1Li := LLi−1
Li left

mutates through Li−2 and L2Li := LLi−2
L1Li is isomorphic to

Li−3.

We need some facts about the endomorphism algebra of elliptic he-
lices proved by Bondal-Polishchuk, though not explicitly stated. Only
the last statement below is new and is an analogue of [ATVdB90, The-
orem 6.6(1)]. The concept of Frobenious algebra of index n invoked in
the following result is defined in [BP93, p. 239].
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Theorem 5.4 ([BP93]). Let L be an elliptic helix of period 3. Let
A = Snc(L) be the quadratic part of the endomorphism algebra B :=
End(L). Then the following hold.

(1) The algebra A is 3-periodic, Koszul, has global dimension three,
and is AS-regular of dimension three and Gorenstein parameter
three (in the sense of [MN21, Definition 7.1]).

(2) The canonical map A −→ B is surjective so in particular, B is
generated in degree one.

(3) A! is a Frobenius Z-indexed algebra of index 3.
(4) B is graded torsion-free in the sense that as a left and right

B-module, it has no non-zero finite dimensional submodules.

Proof. Let B(S) be the index 3 Frobenius Z-indexed algebra defined
in [BP93, p. 251]. Then, as stated in the proof of [BP93, Theorem
7.4, p. 253], there is a surjection B(S)! → End(L) which is an iso-
morphism in degree one. Since B(S)! is quadratic, it induces a sur-
jective homomorphism B(S)! → A. One deduces readily that this is
an isomorphism in degree two from [BP93, Equation (7.2)] in light of
the form of B(S)i,i+2 given immediately after [BP93, Equation (7.2)].
This, together with [BP93, Proposition 4.1], Lemma 2.2, Remark 2.10
and [BP93, Theorem 7.4], yields parts (1)-(3).

To prove part (4), it suffices, in view of part (2) to show that for all
i ∈ Z, the left and right annihilators of Bi,i+1 in Bei and ei+1B respec-
tively are zero. Suppose that s ∈ Bji = (L−i,L−j) annihilates Bi,i+1.
This means that ker s ⊆ L−i contains the image of the evaluation map
ev: Bi,i+1 ⊗ L−i−1 → L−i. However, by definition of an ellitpic helix
of period 3, L−i left mutates through L−i−1 so ev is surjective. This
shows that ker s = L−i so s = 0 proving the right annilator of Bi,i+1 is
zero. A similar argument gives the left handed statement. �

Now let L be an elliptic helix of period 3. We wish to show it has
the structure of a length 3 helix as per Definition 4.1. Consider first
the defining exact sequence

(5.1) 0→ L−j−3 → ∗(L−j−3,L−j−2)⊗ L−j−2
π−→ RL−j−2

L−j−3 → 0.

Furthermore, by [BP93, Proposition 7.1], we know that this is the
same exact sequence as obtained by mutating RL−j−2

L−j−3 left through
L−j−2. We also consider the defining exact sequence

(5.2) 0→ LL−j−1
L−j → (L−j−1,L−j)⊗ L−j−1 → L−j → 0

which again, is also the exact sequence of the corresponding right mu-
tation. Now L−j−3 ' L2L−j means precisely that RL−j−2

L−j−3 '
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LL−j−1
L−j so we may splice together (5.1) and (5.2). This gives the

following

Definition 5.5. The canonical helix structure on the ellitpic helix L
of period three is the one defined by splicing together the above exact
sequences to get
(5.3)

0→ L−j−3 → ∗(L−j−3,L−j−2)⊗L−j−2
ψ2→ (L−j−1,L−j)⊗L−j−1

ψ1→ L−j → 0.

Proposition 5.6. The canonical helix structure on an elliptic helix L
of period three is indeed a complete helix over A := Snc(L). In fact, the
helix exact sequences (5.3) are Koszul complexes.

Proof. We first show that (5.3) define a pre-helix structure over A so by
Remark 3.5, we know that the first few terms coincide with the Koszul
complex.

We check properties (a), (b) in Definition 3.2. Note that ψ1 in (5.3) is
the evaluation homomorphism so (L−j−1, ψ1) is the identity and prop-
erty (a) is verified.

We turn now to proving property (b) in Definition 3.2. To this end,
recall that if Ij denotes quadratic relations in Aj,j+1 ⊗ Aj+1,j+2, then
the dual of the exact sequence coming from the inclusion of relations
into Aj,j+1 ⊗ Aj+1,j+2 identifies A!

2+j,j with I∗j , so that Ij ∼= A!∗
2+j,j.

Lemma 5.7. There is a natural isomorphism

(L−j−2, RL−j−2
L−j−3) ∼= Ij.

Proof. By definition of Ij, it suffices to show that (L−j−2, RL−j−2
L−j−3)

is the kernel of multiplication

(L−j−1,L−j)⊗ (L−j−2,L−j−1) −→ (L−j−2,L−j).
To prove this, we note that since L is an elliptic helix of period 3, the
exact sequence (5.2) can be re-written as

(5.4) 0 −→ RL−j−2
L−j−3

ι−→ (L−j−1,L−j)⊗ L−j−1 −→ L−j −→ 0.

Applying (L−j−2,−) to this yields an exact sequence
(5.5)

0 −→ (L−j−2, RL−j−2
L−j−3)

φ−→ (L−j−1,L−j)⊗(L−j−2,L−j−1) −→ (L−j−2,L−j)
where the rightmost map is composition. The lemma follows by unique-
ness of kernels. �

Property (b) of Definition 3.2 amounts to showing that (L−j−2, ψ2)
coincides with φ above in (5.5) on identifying

∗(L−j−3,L−j−2) = (L−j−2, RL−j−2
L−j−3).
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To see this, note that by definition, ψ2 is the composite of the non-
trivial surjection π in the exact sequence (5.1) with ι in (5.4). Now

(L−j−2, π) is just the identification ∗(L−j−3,L−j−2)
'−→ (L−j−2, RL−j−2

L−j−3)
whilst (L−j−2, ι) is φ on the nose. This completes the proof that the
canonical helix structure defines a pre-helix structure over A. Further-
more, by definition of A we have Aj,j+1 = (L−j−1,L−j) so the pre-helix
is complete.

Since A! is Frobenius of index 3, it remains only to check that the
injection ιcan : L−j−3 ↪→ ∗(L−j−3,L−j−2)⊗L−j−2 in (5.3) coincides with
the remaining non-trivial map in the Koszul complex, namely,

ιKos : A!∗
j+3,j ⊗ L−j−3 → ∗(L−j−3,L−j−2)⊗ L−j−2.

Now A! being Frobenius of index 3 means in particular that A!
j+3,j

∼= k
so the objects in the Koszul complex and canonical exact sequence
(5.3) coincide. Furthermore, since the latter is exact, we know that ιKos

maps L−j−3 into ιcan(L−j−3). To see ιKos : L−j−3 → ιcan(L−j−3) is an
isomorphism, we need only prove that ιKos is non-zero, for EndL−j−3 =
k. To this end, note that (L−j−3, ιKos) is just the following part of the
Koszul complex for A,

A!∗
j+3,j → A!∗

j+2,j ⊗ Aj+2,j+3

which is non-zero since A is Koszul. This completes the proof of the
proposition.

�

6. Mutating Vector Bundles on Elliptic Curves

The key to constructing elliptic helices is to have a good criterion for
left and right mutability. In this section, we establish such criteria in
the case where C = Coh(X) and X is a smooth elliptic curve over an
algebraically closed field k of characteristic zero.

We recall that a simple sheaf F on X is one such that EndF = k so
is either a skyscraper sheaf, or a bundle of coprime rank and degree by
Atiyah’s classification of indecomposable bundles onX [Ati57]. In what
follows, we will routinely use the fact that if E is an indecomposable
bundle of degree d and d > 0, then h0(E) = d, while if d < 0 then
h0(E) = 0 [Kul90, Lemma 2].

Lemma 6.1. Let E ,F be simple bundles with µ(F) > µ(E). Then
(F , E) = 0 and

dim(E ,F) = deg(E∗ ⊗F) = rank(F) rank(E) (µ(F)− µ(E))
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Proof. Note that (E ,F) = H0(E∗⊗F). Now [Ati57, Lemma 33] shows
that

(6.1) E∗ ⊗F ' L⊗ V
where V is an indecomposable bundle and L is a direct sum of line
bundles Li. We take sheaves of endomorphism rings of both sides.
The left hand side gives a direct sum of torsion line bundles by [Ati57,
Lemma 22] whilst the right hand side is a tensor product of EndL =
⊕i,jL∗i ⊗ Lj and EndV . However, as proved in [Ati57, Lemma 23],
EndV is the tensor product of a direct sum of torsion line bundles, and
a direct sum of self-extensions of OX . It follows that all the Li have
the same degree, so the same is true of all indecomposable summands
of E∗ ⊗ F . These must all be positive since the degree of E∗ ⊗ F is
rank(F) rank(E)(µ(F)−µ(E)) > 0. The lemma now follows from Serre
duality and the fact [Kul90, Lemma 2(3)] that, any indecomposable
bundle Li ⊗ V with positive degree d has dimH0(Li ⊗ V) = d. �

The following well-known result is proven in [Tu93, Appendix A]:

Proposition 6.2. Every indecomposable vector bundle on X is semistable;
it is stable if and only if it is simple.

We introduce some alternative terminology for left mutability which
seems more appropriate in our present context.

Definition 6.3. Let E ∈ Coh(X). A coherent sheaf F on X is said
to be generated by E or E-generated if there exists a surjection of the
form E⊕m � F or equivalently, the canonical evaluation morphism
(E ,F)⊗ E → F is surjective.

We consider the question: given a stable bundle E , when is a stable
bundle F generated by E . The most obvious necessary condition is
(E ,F) 6= 0 and then that dimk(E ,F) rank(E) > rank(F). Hence we fix
a stable bundle E and simple sheaf F with (E ,F) 6= 0.

Proposition 6.4. Consider a stable bundle E and bundle F with (E ,F) 6=
0. There exists a stable subsheaf G < F which is generated by E and
satisfies the following properties.

(1) If F ′ is any E-generated subsheaf of F , then µ(F ′) ≤ µ(G).
(2) The evaluation morphism (G,F)⊗ G ↪→ F is injective.
(3) If G is any E-generated subsheaf of F satisfying the maximal

slope property in (1), then either µ(G) > µ(E) or G = E.

Definition 6.5. We will call the sheaf G in the proposition, a maximal
slope E-generated stable subsheaf of F
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Proof. Let Γ = im((E ,F) ⊗ E → F). We can decompose Γ = ⊕mi=1Γi
where the Γi are indecomposable bundles and hence, by Atiyah’s classi-
fication [Ati57] of indecomposable bundles on elliptic curves and Propo-
sition 6.2, semistable with say non-decreasing slope. We also know that
Γm is the iterated self-extension of a stable subsheaf, say G. Further-
more, since G is isomorphic to a quotient of Γ, it is also E-generated.

We prove part (1) and consider an E-generated subsheaf F ′ < F .
The commutative diagram

(E ,F ′)⊗ E −−−→ F ′y y
(E ,F)⊗ E −−−→ F

shows that F ′ is a subsheaf of Γ, and since all the indecomposable
summands of Γ have slope bounded above by µ(G), we see that µ(F ′) ≤
µ(G).

We now prove part (2). Consider the commutative diagram

(G,F)⊗ (E ,G)⊗ E εG−−−→ (G,F)⊗ G

φ

y y
(E ,F)⊗ E −−−→ F

where φ is induced by composition of sheaf homomorphisms and the
others come from evaluation. Surjectivity of εG in the commutative di-
agram above shows that every homomorphism G → F factors through
Γ < F , that is (G,F) = (G,Γ). Now G has maximal slope amongst
all the components Γi. Let I ⊆ {1, . . . ,m} be the indices where Γi are
iterated self-extensions of G. Then (G,F) = ⊕i∈I(G,Γi) = k|I| so the
evalution map (G,F)⊗G → F just identifies (G,F)⊗G with the direct
sum of the copy of G in each Γi, i ∈ I.

It remains to prove (3). Since G is E-generated, (E ,G) 6= 0 and
µ(E) ≤ µ(G). Let φ : E → G be a non-zero morphism. If µ(E) = µ(G),
then stability ensures that φ is an isomorphism. �

We have the following dichotomy regarding the evaluation morphism
ε : (E ,F)⊗ E → F .

Theorem 6.6. Let E ,F be stable bundles with µ(E) < µ(F). Then
exactly one of the following occurs. Either

(1) dim(E ,F) rank(E) ≤ rank(F) in which case (E ,F)⊗E ↪→ F is
injective or,

(2) dim(E ,F) rank(E) > rank(F) in which case (E ,F)⊗ E � F is
surjective.
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Proof. It suffices to show that the evaluation morphism ε is either in-
jective or surjective. Let F1 < F be a maximal slope E-generated
stable subsheaf of F . For later use, we also let F̄1 = F1. Proposi-
tion 6.4(2),(3) show that either a) µ(E) = µ(F1) in which case ε is
injective, or b) µ(F1) > µ(E). We may assume the latter case holds.
We are also done if ε is surjective, so suppose instead it has a non-zero
cokernel C. From [Kul90, Lemma 3(2)], C is also a simple sheaf so is
either a skyscraper sheaf which is certainly E-generated, or a simple
bundle with µ(C) > µ(F) > µ(F1). It follows from Lemma 6.1 that
(F1, C) 6= 0 and we may construct F̄2, a maximal slope F1-generated
stable subsheaf of C. Note F̄2 is also E-generated since F1 is. Let F2

be the pre-image of F̄2 in F . We continue inductively constructing a
filtration

0 < F1 < F2 < . . . < Fs = F
whose successive quotients F̄i are all generated by E (and even F1)
and have slope strictly greater than µ(E) (it will be infinite if F̄i
is a skyscraper sheaf). In particular, we have vanishing Ext groups
1(E , F̄i) = 0 and hence also 1(E ,Fi) = 0.

Let Γ = im(ε : (E ,F)⊗ E → F). It suffices to show by induction on
i that Fi is E-generated so lies in Γ. The case i = 1 follows from the
fact that F1 is E-generated. Consider the exact sequence

0→ Fi−1 −→ Fi −→ F̄i → 0.

Applying Hom(E , ?) and using the fact that 1(E ,Fi−1) = 0 we see that
any homomorphism E → F̄i lifts to Fi. Now F̄i is E-generated so we
can find a surjection ψ̄ : Es � F̄i and lift it to ψ : Es → Fi. Then
Fi = Fi−1 + imψ which is clearly E-generated by induction, and hence
lies in Γ. �

7. Construction of Helices on Elliptic Curves

Fix a smooth elliptic curve X over an algebraically closed field k of
characteristic zero. In this section, we study the

Question 7.1. How do you construct an elliptic helix of period 3 in
Coh(X)?

By Serre duality, the elliptically exceptional objects in Coh(X) are
the simple bundles and skyscraper sheaves. Since right mutating past
a skyscraper sheaf produces 0, an elliptic helix L of period 3 can only
have simple bundles.

Remark 7.2. Suppose now that L is a sequence of simple bundles
for which the “helical” property (2) of Definition 5.3 holds. Since Li
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left mutates through Li−1 and both are stable, we must have µ(Li−1) <
µ(Li). Hence, the slopes are strictly increasing and by stability, 1(Li,Lj) =
0 for i > j. Thus property (1) of Definition 5.3 follows from axiom (2)
in this case.

We thus concentrate on the helical property (2) which implies in
particular that L is completely determined by a “thread” (L0,L1,L2)
of simple bundles of increasing slope. Conversely, given such a triple,
one can try to generate a helix by left and right mutating, though in
general, the process may terminate. Actually it will be more convenient
to start equivalently, with the triple (L0, LL1L2,L1). We thus make the
following

Definition 7.3. A triad is a triple T = (A,B, C) of simple bundles on
X of increasing slope. If the slopes are µ0, µ

′
1, µ1, then we say T is a

(µ0, µ
′
1, µ1)-triad. We say that T is right mutable if A and B both right

mutate past C in which case, the right mutation of T is the triple

RT := (C, RCA, RCB).

Left mutability and mutations are defined similarly.

Hence if L is an elliptic helix of period 3 in Coh(X), then the triple
(L0, LL1L2,L1) is right mutable and its right mutation (L1, LL2L3,L2)
is again a triad.

Definition 7.4. A partial elliptic helix of period 3 is a set of simple
bundles Li, i ∈ I where I is an interval of consecutive integers and such
that properties (1) and (2) of Definition 5.3 hold whenever they make
sense. We also say the partial helix is indexed by I.

The following illustrates the inductive procedure we will employ.

Remark 7.5. Suppose that T = (L0,L′1,L1) is a right mutable triad
such that RT = (L1,L′2,L2) is again a right mutable triad with R2T =
(L2,L′3,L3). Then L0,L1,L2,L3 is a partial elliptic helix of period 3 so
long as L3 is a bundle, since the simplicity of L3 follows from [Kul90,
Lemma 3].

Let L be a partial elliptic helix of period 3 indexed on I. We define
L′i to be LLiLi+1 or RLi−1

Li−2, they being isomorphic when both are
defined. In this case we consider the following numerical invariants of
L.

(7.1) di := degLi, ri := rankLi, d′i := degL′i, r′i := rankL′i.
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The following result helps to compute these numbers and analyse the
mutability condition. Before we state it, we recall from [Kul90, Defini-
tion 1] that a pair of objects (C,D) of Coh X is a simple pair if both C
and D are simple bundles and l(C,D) is zero for all but one value of l.

Lemma 7.6. Let A and B be simple bundles on X with ranks rA, rB
and degrees dA, dB. Suppose µ(A) < µ(B) and dim(A,B)rB > rA.
Then

(1) dim(A,B) =
∣∣ dB dA
rB rA

∣∣
(2) A right mutates through B and RBA is a bundle,
(3) RBA has rank dim(A,B)rB − rA and degree dim(A,B)dB − dA,

and
(4) (B, RBA) is a simple pair with µ(B) < µ(RBA).

Proof. Part (1) is just a convenient restatement of Lemma 6.1 whilst
part (3) follows from the previous parts and the fact that rank and
degree are additive on exact sequences.

We prove part (2) now. Consider the evaluation map

(B∗,A∗)⊗ B∗ ev−→ A∗.

Our hypotheses ensure µ(A∗) > µ(B∗) and dim(B∗,A∗) rankB∗ >
rankA∗. Thus, by Theorem 6.6, the map ev is an epimorphism. Since
its kernel is torsion-free, it is a vector bundle. Taking duals, we con-
clude that the coevaluation map

A → ∗(A,B)⊗ B

is injective with cokernel RBA a bundle.
Finally, to show (B, RBA) is a simple pair, it suffices to show (A,B)

is a simple pair by [Kul90, Lemma 3]. This follows from Serre duality
which gives 1(A,B) = (B,A)∗ = 0 since A,B are stable bundles with
slopes µ(B) > µ(A). Also, since (B, RBA) 6= 0, we must also have
µ(B) < µ(RBA). �

Lemma 7.6 immediately gives

Proposition 7.7. The numerical invariants of a partial elliptic helix
of period 3 satisfy the following recursion relations.

(7.2)

(
d′i
r′i

)
=

∣∣∣∣di−1 di−2
ri−1 ri−2

∣∣∣∣ (di−1ri−1

)
−
(
di−2
ri−2

)
and

(7.3)

(
di
ri

)
=

∣∣∣∣di−1 d′i−1
ri−1 r′i−1

∣∣∣∣ (di−1ri−1

)
−
(
d′i−1
r′i−1

)
.
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Definition 7.8. A seed is a triple (µ0, µ
′
1, µ1) of strictly increasing ra-

tional numbers. We write fractions in reduced form µ0 = d0
r0
, µ′1 =

d′1
r′1
, µ1 = d1

r1
with positive denominators. The numerical invariants gen-

erated by the seed are the integers di, ri, d
′
i, r
′
i, i ∈ N defined using the

recursion relations (7.2),(7.3).

Lemma 7.9. For n ≥ 1, the numerical invariants generated by a seed

satisfy

∣∣∣∣dn+1 dn
rn+1 rn

∣∣∣∣ =

∣∣∣∣dn d′n
rn r′n

∣∣∣∣.
Proof. This follows from properties of the determinant:∣∣∣∣dn+1 dn

rn+1 rn

∣∣∣∣=∣∣∣∣∣∣∣∣dn d′n
rn r′n

∣∣∣∣ (dnrn
)
−
(
d′n
r′n

)
,

(
dn
rn

)∣∣∣∣=∣∣∣∣dn d′n
rn r′n

∣∣∣∣ .
�

Lemma 7.10. For n ≥ 2, the numerical invariants generated by a seed

satisfy

∣∣∣∣dn+1 d′n+1

rn+1 r′n+1

∣∣∣∣ =

∣∣∣∣dn−1 dn−2
rn−1 rn−2

∣∣∣∣.
Proof.∣∣∣∣dn+1 d′n+1

rn+1 r′n+1

∣∣∣∣ =

∣∣∣∣(dn+1

rn+1

)
,

∣∣∣∣dn dn−1
rn rn−1

∣∣∣∣ (dnrn
)
−
(
dn−1
rn−1

)∣∣∣∣
=

∣∣∣∣∣∣∣∣dn dn′
rn r′n

∣∣∣∣ (dnrn
)
−
(
d′n
r′n

)
,

∣∣∣∣dn dn−1
rn rn−1

∣∣∣∣ (dnrn
)
−
(
dn−1
rn−1

)∣∣∣∣
= −

∣∣∣∣dn d′n
rn r′n

∣∣∣∣ ∣∣∣∣dn dn−1
rn rn−1

∣∣∣∣− ∣∣∣∣dn dn−1
rn rn−1

∣∣∣∣ ∣∣∣∣d′n dn
r′n rn

∣∣∣∣+

∣∣∣∣d′n dn−1
r′n rn−1

∣∣∣∣
=

∣∣∣∣d′n dn−1
r′n rn−1

∣∣∣∣
=

∣∣∣∣∣∣∣∣dn−1 dn−2
rn−1 rn−2

∣∣∣∣ (dn−1rn−1

)
−
(
dn−2
rn−2

)
,

(
dn−1
rn−1

)∣∣∣∣
=

∣∣∣∣dn−1 dn−2
rn−1 rn−2

∣∣∣∣ .
�

The next result follows immediately from Lemma 7.9 and Lemma
7.10.

Corollary 7.11. For n ≥ 3, the numerical invariants generated by a

seed satisfy

∣∣∣∣dn+1 dn
rn+1 rn

∣∣∣∣ =

∣∣∣∣dn−2 dn−3
rn−2 rn−3

∣∣∣∣ and

∣∣∣∣dn+1 d′n+1

rn+1 r′n+1

∣∣∣∣ =

∣∣∣∣dn−2 d′n−2
rn−2 r′n−2

∣∣∣∣.
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This 3-periodicity of numerical invariants can also be nicely inter-
preted in terms of triads and their mutations using the following

Definition 7.12. Let T = (A,B, C) be a triple of objects in Coh(X).
The Hom dimension of the triple is

dim Hom(A,B, C) = (dim Hom(A,B), dim Hom(A, C), dim Hom(B, C))

Proposition 7.13. Let T be a right mutable triad with Hom dimension
(a, b, c). Then dim HomRT = (b, c, a).

Proof. This follows from the lemmas above. �

This means that the 2 × 2-determinants in the recursion relations
(7.3),(7.2) can only be one of the 3 initial determinants of the seed.

We can now give a numerical criterion for when a triad can be re-
peatedly right mutated to produce a partial elliptic helix of period 3,
indexed by N.

Theorem 7.14. Let T = (L0,L
′
1,L1) be a (µ0, µ

′
1, µ1)-triad. Let ri, r

′
i

be the integers generated from the seed (µ0, µ
′
1, µ1) as in Definition 7.8.

If rn, r
′
n > 0 for all n, then for i ≥ 1, RiT =: (Li,L

′
i+1,Li+1) is a well-

defined right mutable triad. Furthermore, L0.L1,L2, . . . is a partial
elliptic helix of period 3.

Proof. From Remarks 7.2 and 7.5, the last assertion that L0,L1,L2, . . .
is a partial elliptic helix of period 3 will follow from the assertion that
all the RiT are well-defined triads. We prove the latter by induction
on i.

First note that the initial Hom dimension dim HomT = (a, b, c) con-
sists of positive integers a, b, c > 0 since T is a triad and Hom di-
mensions can be computed using Lemma 6.1. Suppose that Ri−1T
is a well-defined triad. Thus µ(Li−1) < µ(Li) and by hypothesis
dim(Li−1,Li)ri − ri−1 = r′i+1 > 0. Hence, by Lemma 7.6, Li−1 right
mutates through Li and L′i+1 is a bundle. The same argument using
the fact that ri > 0 shows that L′i right mutates through Li and the
right mutation is a bundle Li+1. Thus RiT is a well-defined triple. It
remains only to show that µ(L′i+1) < µ(Li+1). It follows from Proposi-
tion 7.13 that dim HomRiT also consists of the positive integers a, b, c
above (possibly permuted), so by Lemma 6.1, we are done. �

The hypotheses of the theorem naturally prompt

Question 7.15. Which seeds (µ0, µ
′
1, µ1) generate numerical invariants

with all r′i, ri positive?
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Note that Bondal-Polishchuk [BP93, Proposition 7.3] constructed
an elliptic helix of line bundles or period 3. It can be built from any
(0, 3

2
, 3)-triad. This has the nice property that the Hom dimension is

the constant (3, 3, 3) so the recursion relations in (7.2), (7.3) simplify
considerably. We show below, the same is true for the seed (0, d

2
, d)

where d is an odd integer greater than three.

Lemma 7.16. Given the seed (0, d
2
, d), the numerical invariants satisfy∣∣∣∣dn dn−1

rn rn−1

∣∣∣∣ =

∣∣∣∣dn d′n
rn r′n

∣∣∣∣ =

∣∣∣∣d′n dn−1
r′n rn−1

∣∣∣∣ = d

for all n ≥ 1,

Proof. By Proposition 7.13, it suffices to check that all three 2 × 2-
minors of (

d1 d′1 d0
r1 r′1 r0

)
=

(
d d 0
1 2 1

)
equal d.

�

Proposition 7.17. If d > 3 is an odd integer, then the numerical in-
variants of the seed (0, d/2, d) defined in Definition 7.8 satisfy rn, r

′
n > 0

for all n ≥ 0.

Proof. We begin by explicitly computing the numerical invariants rn,
dn and µn := dn/rn for n ≥ 1. By Lemma 7.16 and (7.3) and (7.2),
both pairs rn, r′n and dn, d′n satisfy the following recurrence relations:
a′n = dan−1 − an−2 and an = dan−1 − a′n−1. Hence, after substitution,
we have

an+1 = dan − dan−1 + an−2

for n ≥ 2. Using standard recursion relation methods (or induction)
we compute rn from the initial values r0 = 1 = r1 and r2 = d− 2 and
dn from the initial values d0 = 0, d1 = d and d2 = d2 − d. This gives

Lemma 7.18. Letting A =
√

(d− 3)(d+ 1), we have, for n ≥ 0,

rn = 2−n−1
(

(d− 1− A)n
(
d− 3

A
+ 1

)
+ (d− 1 + A)n

(
1− d− 3

A

))
,

and

dn =
2−nd

A
((d− 1 + A)n − (d− 1− A)n) .

Lemma 7.19. For d ≥ 5, 0 < d− 1− A < 1.
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Proof. We must show that A < d − 1 and d − 2 < A. We prove the
first inequality. The second is similar. Since A2 = d2 − 2d − 3 and
(d − 1)2 = d2 − 2d + 1, it follows that A2 < (d − 1)2, whence the first
inequality. �

For later purposes, we also need the following result.

Lemma 7.20.

lim
n→∞

dn
rn

=
2d

A− (d− 3)
/∈ Q

Proof. The value of the limit follows readily from Lemmas 7.18 and
7.19. Irrationality follows from the fact that (d − 3)(d + 1) is not a
perfect square, being distinct from (d− 2)2, (d− 1)2 and d2. �

Next, we bound rn+1

rn
. We begin with the following

Lemma 7.21. For all n ≥ 1(
1− (d−3

A
)
)

(d− 1 + A)n ≥
(
1 + (d−3

A
)
)

(d− 1− A)n.

Proof. After rearranging, we must establish(
d− 1 + A

d− 1− A

)n
≥ A+ d− 3

A− (d− 3)

where we have used Lemma 7.19. For n = 1, we must show

(d− 1 + A)(A− (d− 3)) ≥ (d− 1− A)(A+ (d− 3))

which we see holds on substituting A2 = (d− 3)(d+ 1). Now suppose
the desired inequality holds for some n ≥ 1. To prove the induction
step, it suffices to show d− 1 + A ≥ d− 1− A, which is clear. �

Proposition 7.22. For n ≥ 1, rn+1

rn
≥ d−1

2
.

Proof. Using our explicit formula for rn, we have

rn+1

rn
=

1

2

(
(d− 1− A)n+1(d−3

A
+ 1) + (d− 1 + A)n+1(1− (d−3)

A
)

(d− 1− A)n(d−3
A

+ 1) + (d− 1 + A)n(1− (d−3)
A

)

)

=
1

2

(
(d− 1− A)(d− 1− A)n(d−3

A
+ 1) + (d− 1 + A)(d− 1 + A)n(1− (d−3)

A
)

(d− 1− A)n(d−3
A

+ 1) + (d− 1 + A)n(1− (d−3)
A

)

)

=
1

2
(d−1)+

1

2
A

(
−(d− 1− A)n(d−3

A
+ 1) + (d− 1 + A)n(1− (d−3)

A
)

(d− 1− A)n(d−3
A

+ 1) + (d− 1 + A)n(1− (d−3)
A

)

)
.

By Lemma 7.21, the numerator of the second summand is nonnegative.
In addition, by Lemma 7.19, the denominator of the second summand
is positive. It follows that rn+1

rn
≥ d−1

2
for n ≥ 1 as desired. �
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We may now complete the proof of Proposition 7.17. Now Propo-
sition 7.22 shows us that rn is an increasing function of n so must be
positive. Furthermore, r′n = drn−1 − rn−2 must also be positive. This
completes the proof of the Proposition. �

Theorem 7.23. Let T be a (0, d
2
, d)-triad for some odd integer d ≥ 5.

We may repeatedly mutate T to the right to generate a partial elliptic
helix of period three, L0,L1,L2, . . .. We may also repeatedly mutate it
to the left to complete this to an elliptic helix L = (Li)i∈Z of period 3.
Furthermore,

lim
n→−∞

µ(Ln) = d

(
A− (d− 1)

A− (d− 3)

)
and this limit is negative and irrational.

Definition 7.24. We call L in the theorem the helix generated by T .

Proof. Proposition 7.17 ensures that the hypotheses of Theorem 7.14
hold, from which we conclude that we can repeatedly mutate to the
right and generate the partial elliptic helix of period three, L0,L1,L2, . . ..

To mutate left, we consider the (0, d
2
, d)-triad

L1 ⊗ T ∗ := (L1 ⊗ L∗1,L1 ⊗ L
′∗
1 ,L1 ⊗ L∗0)

The argument in the previous paragraph means we may repeatedly
mutate this to the right, and so the same is true of the triad T ∗ =
(L∗1,L

′∗
1 ,L∗0) on tensoring by L∗1. This gives a partial elliptic helix of

period three of the form L∗1,L∗0,L∗−1,L∗−2, . . .. Now duals of partial
elliptic helices of period three are also partial elliptic helices of period
three since the dual functor takes evaluation short exact sequences of
vector bundles to coevaluation short exact sequences of vector bundles
and vice versa. We thus obtain an elliptic helix L of period 3.

Finally, we compute the limit of the slopes. By Lemma 7.20, the
sequence defined by the right mutations of the triple L∗1⊗T above has
limit slope

2d

A− (d− 3)

and this is an irrational number. Thus,

lim
n→∞

µ(L∗−n) = −d+
2d

A− (d− 3)
= −d

(
A− (d− 1)

A− (d− 3)

)
,

which must be irrational as well, and positive by Lemma 7.19. It follows
that limn→−∞ µ(Ln) = d− 2d

A−(d−3) is irrational and negative. �
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8. Properties of End(L) in the equigenerated case

Fix a smooth elliptic curve X. We know from Theorem 7.23, that
T = (0, d

2
, d)-triad with d ≥ 5 an odd integer generates an elliptic helix

of period 3. Since dim HomT = (d, d, d) in this case, for all i ∈ Z, the
space of generators (Li,Li+1) in the endomorphism algebra End(L)
has dimension d by Proposition 7.13. In this section, we study helices
with this latter property, and study the Hilbert series and relations for
End(L). This generalises some of the key results in [ATVdB90] and
[BP93].

Definition 8.1. We say that a Z-indexed k-algebra C is equigenerated
by d elements if it is generated in degree one and dimk Ci,i+1 = d for
all i ∈ Z.

Proposition 8.2. Let L be an elliptic helix of period 3 in Coh(X).
Then End(L) is equigenerated by d elements iff one of the following
equivalent conditions hold:

(1) L is generated by a triad T with dim HomT = (d, d, d).
(2) d = dim(Li,Li+1) = dim(Li+1,Li+2) = dim(Li+2,Li+3) for

some i ∈ Z.

In particular, if L is generated by a (0, d
2
, d)-triad, then End(L) is

equigenerated by d elements.

Proof. This follows from 3-periodicity of the dimensions of Hom spaces
Corollary 7.11 and Proposition 7.13. �

Proposition 8.3. Let L be an elliptic helix of period 3 in Coh(X).
Suppose that End(L) is equigenerated by d elements. If A = Snc(L) is
the quadratic part of B = End(L) the following hold.

(1) For all i ∈ Z, we have

dimAi,i+1 = dimBi,i+1 = d

and
dimAi,i+2 = dimBi,i+2 = d2 − d.

(2) A is a Koszul algebra whose Koszul resolutions all have the form

0→ ej+3A→ ej+2A
⊕d → ej+1A

⊕d → ejA→ Ajj → 0.

Proof. From Theorem 5.4, we know that A is Koszul, A! is Frobenius of
index 3 and the morphism A→ B is an isomorphism in degrees 0,1 and
2. Hence, we need only verify part (1) for A. Lemma 5.7, shows that the
quadratic relations in A are of the form A!∗

2+j,j = (L−j−2, RL−j−2
L−j−3).

This has dimension d, since by Proposition 7.13 the Hom dimension
of a generating triad and all its mutations is (d, d, d). This shows
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dimAi,i+2 = d2− d. Furthermore, we now also know A! is dimension d
in degrees 1 and 2, and one dimensional in degrees 0 and 3 so part (2)
also follows. �

Definition 8.4. Let A be a Z-indexed k-algebra. The n-th relative
Hilbert series of A is defined to be

HA,n(t) :=
∑
i∈Z

dimAn,n+it
i.

Proposition 8.5. Let L be an elliptic helix of period 3 in Coh(X) such
that B = End(L) is equigenerated by d elements. Let A = Snc(L) be
its quadratic part. Then for all n ∈ Z.

HA,n(t) =
1

1− dt+ dt2 − t3
, HB,n(t) =

1− t3

1− dt+ dt2 − t3
Proof. We first show that HA,n is independent of n. To this end, let
hn,i = dimAn,n+i and note that for i ≤ 2, it is independent of n by
Proposition 8.3(1). The Koszul resolutions in Proposition 8.3 give the
following recursive formula for all n ∈ Z, i ≥ 3.

hn,i − dhn+1,i−1 + dhn+2,i−2 − hn+3,i−3 = 0.

Induction on i using Proposition 8.3(1) shows that all the hn,i are in-
dependent of n so the same is true of the relative Hilbert series and we
may write HA = HA,n, The additivity of the usual Hilbert series on the
Koszul resolutions now gives

(1− dt+ dt2 − t3)HA(t) = 1

which gives the Hilbert series for A stated above.
As for B, note that if you change the indices in (Li) by an additive

constant, you still get an elliptic helix of period 3 whose endomorphism
algebra is equigenerated by d elements. It thus suffices to show that

HB(t) :=
∑
i≥0

dim(L0,Li)ti =
1− t3

1− dt+ dt2 − t3

Let ri = rankLi, di = degLi be the numerical invariants of L as also
defined in (7.1). As observed in the proof of Proposition 7.17, Propo-
sition 7.7 together with the fact that the triad generating L and their
mutations all have Hom dimension (d, d, d), imply that the ri’s and di’s
satisfy the recursive relation

(8.1) ai+3 − dai+2 + dai+1 − ai = 0.

Hence the same is true of

hi :=

∣∣∣∣di d0
ri r0

∣∣∣∣ .
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Furthermore, we have hi = dim(L0,Li) for i > 0 by Lemma 7.6,
although dim(L0,L0) = 1 6= 0 = h0. It follows that HB(t) − 1 =∑

i≥1 hit
i. Now

1− t3

1− dt+ dt2 − t3
− 1 = (dt− dt2)(1 + dt+ . . .) = dt+ (d2 − d)t2 + . . .

In view of Proposition 8.3(1) and the recursive relation the hi satisfy,
we see this power series is just

∑
i≥1 hit

i and the proof is complete. �

In [ATVdB90] and [BP93], the case in which d = 3 is analyzed in
detail. In that case, Artin-Tate-Van den Bergh show that the analogous
graded ring B is obtained from the Koszul Artin-Shelter regular algebra
A by factoring out a normal degree three element. Our Hilbert series
calculation suggests a similar result in our case. We turn to proving
this.

We recall from [CN16, Section 4], the notion of a normal family of
elements in an indexed algebra.

Definition 8.6. A normal family of elements of degree d in a Z-indexed
algebra A is a family g = (gi)i∈Z where gi ∈ Ai,i+d and such that for
every i, j we have giAi+d,j+d = Ai,jgj. An element g ∈ Aij is said to be
regular if right and left multiplication by g are injective as maps from
Aei → Aej and ejA→ eiA respectively.

Theorem 8.7. Let L be an elliptic helix of period 3 in Coh(X) such
that B = End(L) is equigenerated by d elements. Let

π : A := Snc(L)→ B

be the natural surjection from Theorem 5.4(2). Then kerπ is generated
by a normal family of regular elements of degree 3.

Proof. We follow the proof of the analogous graded result in [ATVdB90,
Section 7], the key difference being that we will replace the cohomo-
logical study of line bundles from [ATVdB90] by the cohomology of
elliptic helices of period 3. From our Hilbert series calculation Propo-
sition 8.5, we know that the kernel of the surjection Ai,i+3 → Bi,i+3 is
one dimensional so we can pick a k-basis gi ∈ Ai,i+3. We wish to show
that g := (gi) is a normal family of regular elements generating kerπ,
for which it suffices to show that ker π is generated on the left and on
the right, in degree three.

Let V = (Bi,i+1)i∈Z be the space of degree one generators for A and
B and φ : T (V )→ B be the natural surjection from the tensor algebra
T (V ). Let J = kerφ. We define the following kernels of multiplication



NONCOMMUTATIVE LINEAR SYSTEMS AND NONCOMMUTATIVE ELLIPTIC CURVES35

maps

Kabc := ker(Bab ⊗Bbc → Bac), Kabcd := ker(Bab ⊗Bbc ⊗Bcd → Bad).

The proof of the following result is elementary and identical to that
found in [ATVdB90, Lemma 7.27]

Lemma 8.8. The natural surjection Tad → Bab⊗Bbc⊗Bcd induces an
isomorphism

Jad
Tab ⊗ Jbd + Jac ⊗ Tcd

' Kabcd

Bab ⊗Kbcd +Kabc ⊗Bcd

The key technical lemma is the following.

Lemma 8.9. For n > 3 we have

(1)
K012n

B01 ⊗K12n +K012 ⊗B2n

= 0 and,

(2) Ji,i+n = Ti,i+1Ji+1,i+n + Ji,i+2Ti+2,i+n for all i ∈ Z.

Proof. Note that Lemma 8.8 shows that part (1) implies part (2) in
the special case where i = 0. However, changing the indices in L by an
additive constant we see that part (2) holds for all i.

It thus suffices to prove part (1), which we do presently. Consider
the following commutative diagram with exact rows and columns

B01 ⊗K12n B01 ⊗K12ny y
0 −−−→ K012n −−−→ B01 ⊗B12 ⊗B2n −−−→ B0n −−−→ 0y y y
0 −−−→ K012n

B01⊗K12n
−−−→ B01 ⊗B1n −−−→ B0n −−−→ 0

which naturally produces an isomorphism

K012n

B01 ⊗K12n

' K01n.

We need the following

Claim 8.10. K01n ' (L−n, LL−1L0).

Proof. This follows on applying the functor (L−n, ?) to the exact se-
quence

0→ LL−1L0 → (L−1,L0)⊗ L−1 → L0 → 0.

�
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We return to the proof of Lemma 8.9 for which it remains only to
show that the cokernel of the map K012 ⊗ (L−n,L−2) → K01n is zero.
In view of Claim 8.10, this amounts to showing the composition of
morphisms map

µ : (L−2, LL−1L0)⊗ (L−n,L−2)→ (L−n, LL−1L0)

is surjective. Applying the functor (L−n, ?) to the exact sequence

0→ L−3 → (L−2, LL−1 L0)⊗ L−2 → LL−1L0 → 0

gives the exact sequence

(L−2, LL−1 L0)⊗ (L−n,L−2)
µ−→ (L−n, LL−1 L0)→ 1(L−n,L−3).

This completes the proof of the lemma since by definition of an elliptic
helix of period 3, we have 1(L−n,L−3) = 0 as soon as n > 3. �

We now return to completing the proof of Theorem 8.7. Recall g =
(gi) was defined to be the family of elements gi ∈ Ai,i+3 which span
the kernel of πi,i+3 : Ai,i+3 → Bi,i+3. We first show that kerπ = Ag :=
⊕Aeigi. Indeed, this follows by induction on degree using Lemma 8.9(2)
and the fact that Ji,i+2 is zero in A. To prove the right-handed result
kerπ = gA, we need only apply the left-handed result to the dual
elliptic helix of period three, . . . ,L∗2,L∗1,L∗0, . . .. Finally, regularity of
the gi follows from our Hilbert series results Proposition 8.5. �

In the case of an elliptic helix generated by a (0, d
2
, d)-triad, we can

say a little more about its endomorphism ring, or rather, its Proj.

Theorem 8.11. Let L be an elliptic helix of period 3 generated by a
(0, d

2
, d)-triad where d > 3 is odd. Let B = End(L) and A = Snc(L) be

its quadratic part. Then

(1) A and B are nonnoetherian and B is coherent and,
(2) ProjB is a noncommutative elliptic curve.

Proof. In light of Theorem 7.23, the proof of [Pol04, Theorem 3.5] shows
that the sequence L is ample for the noncommutative elliptic curve Cθ

defined in [Pol04], where θ = d

(
A−(d−1)
A−(d−3)

)
. This implies that B is co-

herent [Pol05, Proposition 2.3], and establishes (2). The irrationality
of θ, proven in Theorem 7.23, implies, by [Pol04, Proposition 3.1] that
every nonzero object of Cθ is nonnoetherian, so that B is nonnoethe-
rian, i.e. eiB is nonnoetherian for all i ∈ Z. Thus, A is nonnoetherian,
whence (1).

�
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